LOWER RICCI CURVATURE BOUNDS AND THE ORIENTABILITY OF SPACES
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ABSTRACT. We study orientability in spaces with Ricci curvature bounded below. Building on the theory
developed by Honda in [22], we establish equivalent characterizations of orientability for Ricci limit and
RCD spaces in terms of the orientability of their manifold part. We prove a new stability theorem and, as
a corollary, we deduce that four-manifolds with Ricci curvature bounded below and volume non-collapsing
are uniformly locally orientable. As a global counterpart of the latter, we show that four-manifolds with
nonnegative Ricci curvature and Euclidean volume growth are orientable.
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1. INTRODUCTION

We extend the theory of orientability on nonsmooth spaces with Ricci curvature bounded below,
originally introduced by Honda in [22] for Ricci limit spaces. Our contributions advance the theory in
three key directions:

(i) a characterization of orientability in terms of the effective manifold part of the space;
(ii) an analysis of the stability of non-orientability with respect to Gromov—Hausdorff convergence;
(iii) the construction of a ramified orientable double cover for non-orientable spaces, along with a
discussion of its main properties, within the setting of Ricci limit spaces.

As an application of our theory and the recent results in [10], we prove that four-dimensional manifolds
with a uniform lower bound on Ricci curvature and non-collapsing volume are uniformly locally orientable.
More precisely, we establish the following statements.

Theorem 1.1 (Uniform Local Orientability). Let (M*,g) satisfy Ricy > —3 and Voly(Bi(p)) > v >0
for some p € M*. There exists r(v) > 0 such that B,.(v)() is orientable for every x € Bi(p).

Theorem 1.2 (Maximal Volume Growth and Orientability). Let (M*,g) be an open manifold with
Ricy > 0 and Euclidean volume growth. Then M* is orientable.

In dimensions two and three, a stronger version of the previous statement holds: uniform lower bound
on the Ricci curvature and volume non-collapsing imply uniform local contractibility of the space [33].
Moreover, in these dimensions manifolds with nonnegative Ricci curvature and Euclidean volume growth
are known to be diffeomorphic to R3 [26, 32]. However, these facts do not hold in dimension at least
four, as it is readily seen by looking at the Eguchi-Hanson space and its rescalings.

Remark 1.3 (Orientability in Higher Dimension). Theorems 1.1 and 1.2 admit higher-dimensional exten-
sions under the assumption of an (almost) split structure of the space. By applying the same argument,
it follows that a manifold (M",g) with Ric, > 0 and Euclidean volume growth is orientable, provided
there exists a tangent cone at infinity that splits isometrically an R"~* factor.

Without additional splitting or symmetry assumptions, our results are sharp, as demonstrated by the
following example of Otsu [30].

Ezample 1.4 (Sharpness of Theorem 1.1). There exists a sequence of smooth metrics g, on S3 x RP?
with Ricg, > 1 and Volg, (S® x RP?) > v > 0 such that

(583 x RP?, g) — (X(S? x RP?),d), as k — oo, (1.1)

in the Gromov-Hausdorff topology. Here, £(S? x RP?) denotes the spherical suspension over S? x RP?,
and d is the limit distance. The limit space has two singular points x,y, where the tangent cone
is C'(S? x RP?), which is non-orientable according to our notion of orientability (see Definition 1.6).
Moreover, it is not hard to check that arbitrarily small balls around the points z, yr — x,y in S% x RP?,
approximating these singular points, are not orientable for sufficiently large k.

Ezample 1.5 (Sharpness of Theorem 1.2). A construction similar to the previous example allows us to
build a metric with nonnegative Ricci curvature and Euclidean volume growth on R? x RP?, showing
that Theorem 1.2 fails in dimension five. More precisely, using polar coordinates for the R? factor, one
considers a doubly warped product metric

dr? + f1(r)2gg2 + fa(r) ggp2, (1.2)
where f1(r) is concave and satisfies f1(r) = r for 0 <r < 1071, and f1(r) = 10~!(r + 100) for » > 1000,
while fo(r) is convex and given by fo(r) = & for 0 < r < 107!, and fao(r) = &'(r + 100) for » > 1000.
By selecting 0 < 6 < 1 sufficiently small and a suitable 0 < ¢’ < § depending on §, one can smoothly
define fi(r) and fo(r) in the transition region 107! < r < 1000 to ensure that the Ricci curvature is
nonnegative. For further details on the construction of fi(r) and fa(r), we refer the reader to [0, Section
7]. Note that the metric (1.2) is smooth and isometric to C'(S7,_, x RP%) for r > 1000. Consequently,
it exhibits Euclidean volume growth.
In dimension n = 10, Dancer and Wang have constructed an Einstein metric with Fuclidean volume
growth on R* x RPY [15]; see also the discussion in [22].
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1.1. Orientable RCD Spaces. We propose a notion of orientability for non-collapsed RCD(—(n—1),n)
spaces without boundary, based on the orientability of their manifold part. Our notion turns out to be
equivalent to the one introduced by Honda [22] for Ricci limit spaces, which involves the existence of a
(weak notion of) volume form. We refer to Section 1.2 for the detailed statement.

Definition 1.6 (Orientable RCD Spaces). Let (X, d,H") be a non-collapsed RCD(—(n — 1),n) space
with no boundary. We say that (X,d, H") is orientable if every open set A C X which is a topological
manifold is orientable.

Definition 1.6 is obviously consistent with the standard notion of orientability for smooth Riemannian
manifolds. However, in practical applications, it is not necessary to verify the orientability of every subset
A C X as described. It suffices to identify one sufficiently large subset with the required properties.

Proposition 1.7. A non-collapsed RCD(—(n — 1),n) space (X,d, H"™) with no boundary is orientable
according to Definition 1.6 if and only if there exists an open subset A C X which is an orientable
topological manifold and satisfies H" 1 (X \ A) = 0.

Remark 1.8 (Local Orientability). Both Definition 1.6 and Proposition 1.7 can be applied locally. Specifi-
cally, in a non-collapsed RCD space without boundary, we say that the ball B;(x) is orientable if ANBy(z)
is orientable for any A C X as in Definition 1.6. Furthermore, to establish orientability of Bj(z), it suf-
fices to find an open set A which is an orientable manifold with H"~(By(z)\ A) = 0.

The characterization of orientability in Proposition 1.7 is particularly convenient for our setting of

non-collapsed RCD spaces without boundary, where the e-regularity theorem [12, 16] ensures that, if
0 < e < e(n), the open subset
A(X) = {a: € X : dgu(By(z),B-(0")) < er for some r € (0,5)} (1.3)

is a connected topological manifold without boundary whose complement has Hausdorff dimension
smaller than or equal to n — 2, making it a suitable candidate to test orientability.

Ezample 1.9 (Cones and Spherical Suspensions). Let (X, d, H™) be a non-collapsed RCD(n — 1,n) space
with no boundary. It is well-known that the cone C'(X) and the spherical suspension ¥(X) are RCD(0, n+
1) spaces. By Theorem 1.7, it is easy to see that both C'(X) and ¥(X) are orientable if and only if X
is orientable. Indeed, consider the subset A.(X) C X for £ < ¢(n) small enough. For the cone, the set
(0,00) x A-(X) serves as a suitable open subset for testing orientability, and it is orientable if and only
if X is orientable. A similar argument holds for spherical suspensions.

Ezample 1.10 (Three-Dimensional Cones). Non-collapsed RCD spaces of dimension two are topological
manifolds. In particular, in the case of empty boundary, they are orientable according to Definition 1.6 if
and only if they are orientable manifolds. A three-dimensional cone C(X?) where X? has no boundary is
orientable if and only if X2 is homeomorphic to S2. Indeed, X? is homeomorphic either to S? or to RP?,
as a consequence of [27] and standard topological arguments: see e.g. [10, Corollary 3.3]. In particular,
C(RP?) is an example of non-orientable (but simply connected) RCD space with no boundary.

Ezample 1.11 (RCD(2, 3) Spaces). Let (Z3,d, H?) be a non-collapsed RCD(2, 3) space without boundary
whose tangent cones are all homeomorphic to C(S?). As a consequence of [10], Z3 is a topological
manifold covered by S, and hence an orientable manifold. Indeed, [10, Theorem 1.8] shows that Z3 is
a topological 3-manifold without boundary and, by the solution to the Poincaré conjecture, its universal
cover (which is compact as it is RCD(2,3)) is homeomorphic to S3. Moreover, a homeomorphism
h: S3 — S% without fixed points cannot reverse the orientation: if this happened, the induced map
hy + H3(S?) — H3(S3) would be given by h.([o]) = —[o], and hence h would have Lefschetz number
2 # 0, contradicting the fixed-point theorem of Lefschetz. This class of spaces is significant, as they arise
as cross-sections of tangent cones (also at infinity) to non-collapsed four-dimensional Ricci limit spaces

[10].

Ezample 1.12 (Four-Dimensional Cones). In light of Examples 1.9 and 1.11, any tangent cone to a non-
collapsed four-dimensional Ricci limit space C(X?) is orientable. This property is a key ingredient in
the proof of Theorems 1.1 and 1.2, along with the stability result presented in the following section.

1.2. Volume Form and Currents. Our notion of orientability is equivalent to the existence of a volume
form w € L*°(A"T*X), and agrees with the one proposed by Honda in [22].
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Theorem 1.13 (Volume Form vs Orientability). A non-collapsed RCD(—(n — 1),n) space (X, d, H™)
with no boundary is orientable according to Definition 1.6 if and only if there exists w € L*®(A"T*X)
such that |w| =1 a.e. and w - n € WY2(X) for everyn = fodfi A...Adf, with f; € Test(X) with compact
support. Moreover, the volume form w is unique up to scalar multiplication by —1.

Actually, to ensure that X is orientable it is enough to build a less rigid form: see Theorem 2.1, where
all the detailed equivalences are collected.

Remark 1.14 (Harmonic Volume Form). It is possible to show that the volume form w € L>®(A"T*X)
in Theorem 1.13 is harmonic. Specifically, dw = 0 in the sense of distributions, i.e. [ xw - dndH" =0
for every n € TestForms,,_;(X) with compact support (see Theorem 2.1).

For the sake of completeness, we investigate also the link between the existence of a non-vanishing
harmonic top form, and the existence of a non-vanishing top dimensional metric current with no boundary
[3, 25]. This provides us with another equivalent notion of orientability. As in the rest of the paper,
the investigation is limited to non-collapsed RCD spaces with no boundary. For Ricci limit spaces,
an analogue investigation has been conducted in [22]. Our main result in this direction is basically a
corollary of Proposition 6.2, in which the link between forms and currents is established, and is as follows
(see also Theorems 5.1 and 5.2).

Theorem 1.15 (Metric Currents vs Orientability). A non-collapsed RCD(—(n —1),n) space (X, d, H")
with no boundary is orientable according to Definition 1.6 if and only if there exists a nonzero metric n-
current T, with |T'| € L*°, with no boundary. Moreover, the current T is unique up to scalar multiplication

by c € R\ {0}.
1.3. Stability of (Non-)Orientability. In this section, we introduce two stability results:

(i) GH-limits of non-collapsed, orientable RCD spaces are still orientable;
(ii) GH-limits of non-collapsed, uniformly bounded, non-orientable Ricci limit spaces are still non-
orientable.

The first stability result, (i), in the context of non-collapsed Ricci limits, was originally proved in [22].
With our topological definition of orientability (Definition 1.6), it follows almost immediately.

Theorem 1.16 (Stability of Orientability). Let (X, dk, H", p) GH, (X,d,H"™, p) be a sequence of non-
collapsed RCD(—(n — 1),n) spaces with no boundary. If (Xg,dk, H™) is orientable for every k, then
(X,d,H™) is orientable.

Remark 1.17. Although we will provide a topological proof, this fact could also be proved by passing to
the limit the metric n-currents T} associated with each space Xj. The integral current spaces (X, dk, T))
can be shown to converge to the limit (X, d,T') in the intrinsic flat metric. For the terminology, we refer
the reader to [23], where intrinsic flat convergence is shown to be essentially equivalent to Gromov—
Hausdorff convergence.

The second statement, (ii), is significantly more challenging and requires an analysis of the ramified
double cover introduced in the next section. Currently, we can establish this result for RCD spaces only
under additional assumptions (see Theorem 4.2 below). The clearest statement of this result is available
within the class of Ricci limit spaces.

Theorem 1.18 (Stability of Non-Orientable Ricci Limits). Let (M}, gk, pr) GH, (X,d,p) be a sequence
satisfying the uniform bounds Vol(B1(px)) > v > 0 and Ricg, > —(n—1). Assume that, for some R > 0,
Bpr(pk) is non-orientable for every k. Then (X, d,p) is a non-orientable Ricci limit space.

As noted by Honda in [22], the blow-up at a point = € RP? (or, more generally, at any point of a
non-orientable manifold) provides an example of a pointed GH sequence of non-collapsed, non-orientable
spaces converging to R?, which is orientable. This does not contradict our Theorem 1.18, as B,(z) is
orientable for sufficiently small » > 0. Roughly speaking, to preserve non-orientability in the limit, it is
necessary to have a uniformly bounded non-orientable subset along the sequence.

A corollary of Theorem 1.18 is that (non-)orientability is detected by the effective regular part of the
manifold.

Theorem 1.19. Let (M",g) satisfy Vol(B1(p)) > v > 0 and Ricy > —(n — 1). Assume that Bi(p) is
non-orientable. For e < e(n), if r < r(n,v,¢), then M™\ B,(S%-?2) is non-orientable, where

52;2 ={zx e M" : for nor <s <1 the ball Bs(z) is (n — 1,¢)-symmetric}. (1.4)
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Proof of Theorems 1.1 and 1.2 given Theorem 1.18. If the statement were false, we could find a sequence

of smooth 4-manifolds (M}, gk, px) LR (C(Z3),d,p) as k — oo, with Ricy, > —1/k and uniform volume
non-collapsing such that Bi(py) is not orientable. As a consequence of [10], Z2 is orientable (see Examples
1.11, 1.12). Our stability result Theorem 1.18 implies that Z3 is not orientable, a contradiction.

The proof of Theorem 1.2 is analogous, but the contradicting sequence is obtained by blowing down
(M*, g). Indeed, the blow-down of a manifold with Euclidean volume growth is a metric cone and, again
by [10], the cross-section of the latter is orientable. O

1.4. Ramified Orientable Double Cover. It is well- known that any non-orientable Riemannian man-
ifold (M", g) admits a v degree-two Riemannian cover 7 : M— M which is orientable. We can think of
M as the quotient of M by an isometric, free involution I', where M is orientable.

However, in the context of singular spaces with Ricci curvature bounded below, the previous statement
is too strong to hold in full generality. It becomes necessary to consider ramified covers with singular
points, corresponding to the fixed points of the involution.

Ezample 1.20 (Spherical Suspension). Consider X? := X(RP?), the spherical suspension over the two-
dimensional projective space endowed with the standard metric. It turns out that X3 is a non-collapsed
RCD(0, 3) space which is non-orientable according to our definition. A natural double cover is the map
7 %(S?) — L(RP?), which acts on S? in the obvious way. Away from the tips, this map serves as a
Riemannian double cover; however, the tips are fixed points of the involution.

Building on the previous example, we propose a natural construction to exhibit a ramified double
cover of a non-orientable non-collapsed RCD(—(n — 1),n) space (X, d) without boundary. We begin by
considering the effective manifold part A.(X) for sufficiently small € < e(n). This set is a non-orientable
topological manifold, with a complement of Hausdorff dimension smaller than or equal to n — 2.

Next, we take the standard double cover of A := A.(X) and complete it to obtain a complete metric
space. As a result, we obtain a new geodesic metric measure space ()A( J H"™), along with a map
7+ X — X, which serves as a double cover when restricted to A := 771(A), and an involution T : X=X
such that mo ' = .

In this construction, singular points may emerge when completing the double cover of the manifold
part A-(X). This phenomenon is illustrated by the spherical suspension over RP?, where the manifold
part corresponds to the complement of the tip. In the absence of singular points, it is straightforward to
verify that X is an ROD(—(n—1),n) space locally isometric to (X, d). However, the presence of singular
points complicates this verification (see Section 1.6 below). At present, we can only establish the RCD

property of X when X is smoothable, relying on an approximating sequence (M;", g, pk) CH, (X,d,p)

and the associated sequence of double covers (]\7 2, Gy Dke) GH, ()? , c;l\, p). Below, we focus on Ricci limit
spaces, with further details on the general RCD case provided in Theorem 3.1.

Theorem 1.21 (Ramified Double Cover for Ricci Limit Spaces). Let (M, g, pr) GH, (X,d,p) be a se-
quence satisfying the uniform bounds Vol(Bi(py)) > v > 0 and Ricg, > —(n—1). Assume that (X,d, H")
is non-orientable (according to Definition 1.6). Then there exists a non-collapsed RCD(—(n—1),n) space
()2, CZH”), along with an isometric involution I' acting on )A(, such that the following properties hold.

(i) X is orientable and 7 : X — X is the projection map with respect to the action I'.
(ii) For every open set A C X which is a connected topological manifold, T : A= 71 A) = Aisa
double cover. Moreover, A is connected if and only if A is non-orientable.
The pair (()?, c/l\,H”),ﬂ') is unique up to isomorphism, in the sense that if (()2’,6?,7-[”), 7') is any other
pair, then there exists an isometry P : ()?,J) — ()?’, (i’) such that ™’ o ® = 7.

Beyond its theoretical significance, Theorem 1.21 is a crucial component in establishing the stability
result given in Theorem 1.18. A similar result is well-known in the context of Alexandrov spaces [20].

1.5. Locally (Non-)Orientable Points. Let (X, d, H") be an RCD(—(n—1),n) space without bound-
ary. We say that x € X is locally orientable if there exists an r > 0 such that B, (z) is orientable according
to Definition 1.6. Otherwise, we say that x € X is locally non-orientable.

Ezample 1.22 (Locally Non-Orientable Points). The simplest example of a locally non-orientable point
is the tip of X3 = C(RP?). In the setting of Ricci limit spaces, an example is provided by the singular
points of X° = %(S? x RP?), as discussed in Example 1.4.
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In the setting of smoothable RCD spaces we have the following structure theorem for locally non-
orientable points.

Theorem 1.23 (Local Non-Orientable Points). Let (M}, g, pk) GH, (X,d,p) be a sequence satisfying
the uniform bounds Vol(Bi(pg)) > v > 0 and Ricg, > —(n —1). Then the following are equivalent:
(1) x € X is locally non-orientable;
(2) X is non-orientable and 7 *(z) is a singleton, where T : X — X denotes the ramified double
cover;
(3) the cross-section of every tangent cone at x is non-orientable.

Furthermore, the set of locally non-orientable points X pyno C X is empty for dimensions 2 < n < 4,
and satisfies the volume bound H"°(B1(p) N Xno) < C(n,v) when n > 5.

Example 1.4 illustrates the sharpness of the previous statement. Consider the non-collapsed Ricci
limit space X° = (52 x RP?). The ramified double cover is given by 7 : £(S? x §2) — %(S? x RP?),
with the involution I' fixing two singular points. Both of these points are locally non-orientable, and the
blow-up in each case is C'(S? x RP?). The Hausdorff dimension of the set of locally non-orientable points
is precisely n — 5.

1.6. Open Problems and Future Developments. Although inherently synthetic, the orientation
theory proposed in this paper is both satisfactory and complete only within the framework of Ricci limit
spaces. In the general RCD setting, the primary open question concerns the RCD regularity of the
ramified double cover.

Question. Let (X, d, H"™) be a non-collapsed RCD(—(n— 1), n) space without boundary. Is the ramified
double cover (see Theorem 3.1) (X,d,H") an RCD(—(n — 1),n) space?

A positive answer to this question would yield two immediate corollaries:

(i) stability of the non-orientability property in the RCD framework, as stated in Theorem 4.2;
(ii) a version of Theorem 1.23, the structure theorem for X;yo C X, applicable to RCD spaces.
While the statement of (i) remains identical to that for Ricci limit spaces, the version of (ii) in the
RCD context will be weaker. Specifically, cones such as C (RIP’Q) may appear within the class of RCD
spaces, implying that the Hausdorff dimension of Xjyo should be bounded by n — 3 rather than n — 5,
and we are guaranteed that X;yo = () only when n = 2.

Remark 1.24. The fact that the ramified double cover (X, d, H") is still RCD(—(n—1),n) for Ricci limits
is primarily used to conclude that the effective manifold part of X is connected, which is crucial in the
proof of stability of non-orientability.

We briefly elaborate on the difficulties faced while attempting to prove this fact for general non-
collapsed RCD(—(n — 1), n) spaces (X, d, H") without boundary.

First, letting G:= {z: Tz #z} 2 A be the points that are not fixed by the involution I, it holds that
dimy (X \é) < n—2. We can prove that every point of G has a neighborhood isometric to a neighborhood
of its projection in (X, d, H"™). Hence, we can easily prove the RCD (K, N) condition locally on the open
set @, in the sense that the (K, N)-Bochner inequality holds for test functions with support contained
in G. If we knew that (X,d, H") is RCD(K’,c0) for some K, then we would have enough regularity
to extend the (K, N)-Bochner inequality to the whole space. It is then clear that the difficulties lie in
examining ()A( , c?, ‘H") locally around the fixed points of the involution.

We remark that the RCD condition can be seen as a convexity of suitable entropy functionals along
geodesics in the space of probability measures. Hence, what prevents us from completlng the proof is the
fact that many geodesics starting and ending in G may pass through the singular set X \ G. Excluding
this possibility, i.e. proving that G is, in a sense, quantitatively convex, would allow us to conclude
(notice that this would be implied by the RCD property of ()?, d, H™)).

Another promising research direction involves extending the theory to the class of RCD spaces with
boundary. In the setting of Ricci limit spaces with convex boundaries, we expect this extension to be
relatively straightforward. However, the general RCD framework may present greater challenges, as
fundamental structural questions—such as the characterization of tangent cones at boundary points and
the stability of the boundary—remain open in this broader context [5].
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2. EQUIVALENT DEFINITIONS OF ORIENTABILITY

In this section, we provide a more detailed discussion of the equivalent definitions of orientability
within the RCD framework. Definition 1.6 corresponds to statement (1) in Theorem 2.1 below. For
foundational material on calculus, forms, and currents in RCD spaces, we refer the reader to Section 5.1.

In the following theorem and throughout the paper, when we refer to an open subset A of a non-
collapsed RCD space as a topological manifold, we mean that A inherits the topology of the ambient
space. Moreover, the dimension of A as a manifold is the essential dimension of the RCD space.

Theorem 2.1 (Equivalent Definitions of Orientability). Let (X,d,H") be a non-collapsed RCD(—(n —
1),n) space with no boundary. Then the following are equivalent.

(1) Every open A C X which is a topological manifold is orientable.

(2) There erists an open A C X which is an orientable topological manifold with H" 1 (X \ A) = 0.

(8) Fore < e(n), A:(X) defined in (1.3) is orientable.

(4) There exists 0 # w € L®(A"TX) such that |w| is constant and w - n € WH2(X) for every
n € TestForms, (X) with compact support.

(5) There exists 0 # w € L®(A"TX) such that, for every n € TestForms,_1(X) with compact
support, it holds fX w - dndH"=0.

(6) There exists a nonzero metric n-current T', with |T| € L*> and no boundary.

If any of these holds, the form w is unique up to scalar multiplication by ¢ € R\ {0}, and satisfies:

(i) |w| is constant;
(ii) for every n € TestForms, (X), V(w - n) =w - Vn holds H"-a.e.
Similarly, the current T' as above is unique up to scalar multiplication by ¢ € R\ {0}.

We remark that, to obtain the equivalence of items (1)—(6), the assumption in item (4) can be slightly
weakened to |w| > ¢ > 0 in place of |w| constant. This is discussed further in Remark 5.3.

2.1. Preliminaries from Algebraic Topology. We recall some basic notions from algebraic topology
(see e.g. [21, Section 3.3]). Given a topological manifold M™ with n > 1, an orientation is a continuous
choice of a generator u, € H,(M,M \ {z}). Here continuity means that, for each =, we can find a
compact neighborhood U homeomorphic to the closed Euclidean ball and such that, for some generator
pe Hy(M,M\U), we have i,(p,) = p for all y € U, where i, : H,(M, M\ {y}) = H,(M,M\U) is the
canonical isomorphism given by the deformation retraction of M \ {y} onto M \ U. Note that all these
groups are isomorphic to Z, since we have

H,(M,M\U) = H,(U,0U) = H,(B,(0"),S" )~ 7Z

by excision (however, the second isomorphism is not canonical). We say that M is orientable if it admits
an orientation. It is easy to check that M is orientable if and only if each connected component is
orientable.

Regardless of whether M is orientable or not, given a continuous curve « : [0,1] — M and pg €
Hy, (M, M\{v(0)}), there exists a unique continuous path (f);(0,1] of generators i € Hy,, (M, M\{~(t)}),
where continuity is understood as above. If v is a loop (i.e. v(0) = (1)), we say that v preserves the
orientation if u; = pg, and we say that it reverses the orientation if instead p; = —pg; clearly, this
is independent of the choice of pg. It is easy to check that this property of a loop is invariant under
homotopies (even those moving the basepoint) and that M is orientable if and only if there is no loop
reversing the orientation.

2.2. Proof of Proposition 1.7. We begin by proving Proposition 1.7, which establishes the equivalence
(1) & (2) in Theorem 2.1. The proof is relatively straightforward and relies on purely topological
arguments, together with the fact that closed sets with vanishing (n — 1)-Hausdorff dimension do not
disconnect the space. The latter result was shown in [13, Theorem 3.7] for Ricci limit spaces. Following
a similar argument, it was adapted to the setting of RCD spaces in [24, Proposition A.6]. We briefly
reproduce the proof in our setting for the reader’s convenience.
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Lemma 2.2. Let (X,d,H") be a non-collapsed RCD(—(n — 1),n) space with no boundary. Let C C X
be closed with H*~1(C) = 0. Then, for every x € X \ C, the following holds. For H"-a.e. y € X \ C,
there exists a geodesic v : [0,1] — X connecting x to y with v([0,1]) C X \ C.

Proof. In this proof, all geodesics have to be understood to be parametrized by constant speed (close to
1). Take z,y € X \ C. We are going to prove that, for some n > 0, there exists a set A C B, (y) with
H"(By(y) \ A) = 0 such that, for every ¢/ € A, there exists a geodesic joining = to y' whose image is
contained in X \ C. This will clearly be enough to conclude. For simplicity, we rescale the metric so that
d(z,y) = 1.

Let ) € (0,1/10) be such that Bs,(x)UBs3,(y) € X\C. Let o := d, and let pq := WMH"LBn(g/).
In this proof, we will denote by D a constant that depends only upon the space and z,y,n and may vary
from line to line. By Bishop—Gromov, we see that

% < H™(Br(2)) < Dr" for every z € Bs(z) and r € (0, 3). (2.1)

Now we are going to use [31, Theorem 1.4] (and its proof), with the same notation. Let us consider an
optimal geodesic plan m € OptGeod(pg, it1). Then (er)«m < C(t)H™ for every ¢ € (0, 1], with C(¢) locally
bounded in (0,1]. In particular, sup;>,, C(t) < D.

Now take a ball B := By y(z) € Bs(z) with 2B N B,(z) = 0, for some N € N large, and consider
the times (¢;)i—o,.. v with t; := i/N. Let ¢ be any geodesic from z to a point in B,(y) (note that = is
concentrated on these geodesics), and assume that o intersects B. Then o(t;) € 2B for somei =0,..., N,
hence t; > n/2. Therefore, denoting o := o (t), we have

w({o : o1 € B for some t € [0,1]}) < Z w({o : o1, € 2B})
i:t;>n/2

1 - (2.2)

< > (e)sw(2B) < DN < D(1/N)"™".

i:t;>n/2

Now, notice that if o is a geodesic joining x to a point in By, (y) intersecting C, then it must intersect
C N By(z). Hence, for any € € (0, 1), we cover C' N By(z) with finitely many balls (B;);c, where we can
assume also that for each B; = B, (z;) we have B; C Bs(x), 2B; N By(z) = (), and

Zr}l_l <e. (2.3)
J

Also, there is no loss of generality in assuming that each r; is the reciprocal of a natural number. By
what we have shown above,

n({o : op € C for some t € [0,1]}) < w({o : 0, € B; for some t € [0,1] and j € J})
< ZTF({U : 0y € Bj for some t € [0,1]})

Since ¢ € (0, 1) is arbitrary and D is independent of €, we see that

w({o : oy € C for some t € [0,1]}) = 0, (2.5)
which shows that for H"-a.e. ¥’ € By(y) there exists a geodesic joining z to y’ whose image does not
intersect C. g

Proof of Proposition 1.7. Assume that A, A’ C X are open sets and topological manifolds, and assume
that A is orientable and satisfies H"~1(X \ A) = 0. We wish to show that A’ is orientable as well. By
possibly replacing A" with AU A’, we can assume that A C A’.

Both A and A’ are pathwise-connected by Lemma 2.2. Assuming by contradiction that A’ is not
orientable, let v : [0,1] — A’ be a loop which reverses the orientation, with v(0) = (1) € A, and let
I C (0,1) be a closed interval such that ([0, 1] \IO ) € A. Since A is obviously dense in A’, by compactness
of the image of v, we can find § > 0 and z1,...,xxy € A such that Bygs(x;) is included in a topological
ball B; = B;(0™), itself included in A’, and such that we can write

I=[to,t1]U---Utn_1,tN]
with vy([ti—1,ti]) € Bs(z;). Clearly, we can assume that xy = y(tn), and we let zg := (o).
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Thanks to Lemma 2.2 again, since d(z;—1, ;) < 40 we can join the two points x;_; and z; with a curve
7; taking values in A and of length at most 46. Moreover, for each ¢ = 0,..., N we select a geodesic 7;
from v(t;) to x; (constant for i = 0, N). We now take the concatenation

Y= ljo,eo) ¥ F1 % - % AN * V[t 1)
which is a loop in A. To conclude, we claim that 7 is homotopic to v in A’. This will yield a contradiction
since then 4 must reverse the orientation, as well.

To prove the claim, we just observe that each curve n; has length at most ¢, and hence the concatenation
Mie1 * i ¥ 1, ! has length at most 65, and thus takes values in Bigs (z;) C B;. Since B; is a contractible
subset of A" and includes the images of both n;_1 * 3; * 0, L and Yit;_1,t,]> We conclude that these two
curves are homotopic in A’ (note that they have the same endpoints), and the conclusion follows. O

2.3. Proof of Theorem 2.1. In this part, we address the remaining implications in the proof of Theorem
2.1. We will make use of the technical material on volume forms and currents, which is developed in
Sections 5 and 6, respectively.

We start by addressing the equivalence among (1), (2), and (3). Recall first that, for ¢ < e(n), A-(X) is
open and is a connected topological manifold. Hence, (1) = (3) = (2). Proposition 1.7 proves (1) < (2).

To deal with items (4), (5) and establish the equivalence with the previous ones, we rely on the results
of Section 5. Theorem 5.1 proves (2) = (4), (5) for a volume form w satisfying (i) and (ii). Notice that
we could have equivalently proved the slightly weaker implications (3) = (4), (5); however, the proof
would not have been significantly simpler. Theorem 5.2 proves (4) = (3) and (5) = (3). Theorem 5.4
proves the uniqueness of the orientation form. Notice that, as a consequence of this and the proof of
Theorem 5.1, any form satisfying either (4) or (5) satisfies also (i) and (ii).

Finally, to deal with item (6) and prove the equivalence with (4) and (5), we exploit the results of
Section 6. Theorem 6.3 proves (5) = (6) (notice that, by Proposition 6.2, |T,,| € L*> and T, # 0),
and Theorem 6.4 proves (6) = (5) (notice that, by Proposition 6.2, wpr # 0). By the uniqueness of the
orientation form, it is straightforward to deduce the uniqueness of the orientation current, as the map
T — wr of Proposition 6.2 is injective. (|

3. RAMIFIED DOUBLE COVER

In this section, we examine the ramified double cover within the context of non-collapsed RCD spaces
without boundary. As outlined in Sections 1.4 and 1.6, we establish the existence, uniqueness, and
defining properties of the ramified double cover. However, RCD regularity remains open, except in the
smoothable case.

Theorem 3.1 (Ramified Double Cover for RCD Spaces). Let (X,d,H"™) be a non-orientable, non-
collapsed RCD(—(n — 1),n) space without boundary Then there exists a geodesic metric measure space

()?, (ZH”) along with an involutive isometry I" : X — X such that the following hold.

(i) X = X/(T'), and we denote by 7 : X — X the projection map.
(i) There exists A - X open dense, which is an orientable topological manifold and length space.
(iii) There is an open connected topological manifold R C A C X, such that 7 : A= 7 1(A) = Ais
a local isometry and forms a double cover, where R is the set of points where the tangent cone is
FEuclidean.
The pair (()?, CZH"),TF) is unique up to isomorphism. Specifically, if (()?’,c?,?—["), 7') is another such
pair, then there exists an isometry & : ()/f,c/l\) — ()/f', c?’) satisfying ™ o ® = 7.

Remark 3.2. From the statement above, one can easily deduce the following properties for the involutive
isometry I' : X — X, whose proof is detailed later on:

(1) 7 is surjective and, if # = 7(2), then the fiber 7~ Yz) ={2,T1};

(2) d(r(#),7(9)) = min{d(#,§),d(I's, §)} for every &5 € X;

(3) the map 7 is 1-Lipschitz, satisfies m o I' = 7, and pushes forward the measure as TI'*HA =2H"%;

(4) the sets {& : 't # &} D A are open, dense, and have full measure in X , and on each of them 7

is a local isometry;
(5) dimp (X \ A) <n—2;
(6) diam(X) < 2diam(X).
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As in the smooth setting, the preimage of orientable balls B, (p) C X through 7 : X — X is discon-
nected. More precisely, we have the following.

Lemma 3.3. Let (X, d, H") be a non-orientable, non-collapsed RCD(—(n—1),n) space with no boundary,
and letpe X. Letm: (X,d,H") — (X,d,H") be the orientable double cover as in Theorem 3.1, and let
p € X be such that w(p) = p. Then, for any R > 0, Br(p) is non-orientable if and only if d(p,I'p) < 2R.

We introduce a shorthand notation for the displacement of the involutive isometry I', as it will be
central in the proof of Theorem 3.1 and in the next sections.

Definition 3.4 (Displacement of the Involution). Let (X,d,H™) be a non-orientable, non-collapsed
RCD(—(n — 1),n) space with no boundary. Let 7 : (X,d,H") — (X,d,H") be a ramified double cover
as in Theorem 3.1. Then we define A : X — R as

Az :=d(2,T'#) with 7(&) = z, (3.1)
where I' is the involution given by Theorem 3.1.

Remark 3.5. Notice that Ax is well defined and also that it depends only on (X,d,H™), rather than
the orientable double cover 7 : (X,d,H") — (X,d,H"). Indeed, let m : (X,d,H") — (X,d,H") and
7 (X', d,H") = (X, d, H") be two orientable double covers as in Theorem 3.1. Let @ : (X, d) — (X', d')
be the isometry as in Theorem 3.1, with 7’ o ® = 7. For 2 € X and & € X with 7(Z) = x, we have that
m'(®(2)) = n'(®(T'z)) = x. Hence, if 't # & then I"®(2) = ®(T'%). By density of A, we deduce that
INo®=®o0T,
and hence R
Az = d(#,TE) = d(®(2), ®(T2)) = d(®(2),['®(2)) = Alw. (32)
Also, we remark that A is 2- Lipschitz. Indeed, letting z,y € X, by Theorem 3.1 we can take Z,7 € X

with 7(2) = = and 7(y) = y, and d(Fa: I'y) = d(a: y) = d(z,y). Then the conclusion is due to the
triangle inequality.

3.1. Proof of Theorem 3.1 and Remark 3.2. We first prove uniqueness. Take ()?, c?, H™), ()?’, C/l\/, H™)
with 7,7/, as in the statement, so that we also have A, A’ and A, A’. Let I, T” be the natural involutions
form: A — Aand 7 : A’ — A'. Set A” := AN A’, which is an open set containing R, hence connected
and non-orientable. Notice that both 7=(A”) and (7')~1(A”) are orientable double covers of A”, hence
there exists a homeomorphism f : 7= 1(A”) — (7/)1(A”) such that 7’ o f = 7. Moreover, the involutions
for m: 77 1(A") = A" and 7' : (7)1 (A") — A" are obtained by restriction of I' and I", respectively.

Now take & € A”. Let x := m(2), and let &/ € A’ be such that 7/(#') = z. Let r € (0,1) be such
that 7 restricts to an isometry both on B,.(%) and on B,(I'%), with image B,(x), and the same for the
second pair. Up to decreasing r, and possibly exchanging ' with 'z, we can assume that B,(x) C A”
and f(B(Z)) = B,('). Thus, f is a local isometry.

Since (X , ci) is a length space, f is 1-Lipschitz and, by density of 7=1(A”) in X (which follows for
instance from density of A” and the formula relating d and d), we can extend it to a 1-Lipschitz map
f: X — X'. Since the same can be done in the reverse direction, f is the desired isometry.

Now we provide the construction. Let A := A.(X) for € < e(n) and recall that A C X is open and
a non-orientable topological manifold. Hence we can take A to be the orientable double cover of A,
Wthh is connected, and has the covering map 7 : A — A and the natural involution I'. We endow
A with the unique length metric d making 7 a local isometry, which is possible because A is locally
geodesm Notice that, by this construction, 7 is 1- Lipschitz. By construction, I' is a local isometry, so
that d(Fw ry) < d(x ), for every Z,y € A. Since I' is an involution, it is an isometry. Also, Tom =7
on A.

Finally, we take the metric completion and obtain the space (X d) and we endow it with the Hausdorff
measure H". Notice that we can consider the extensions ofr:A— XandT: A — A still denoted by
7:X - X and T : X — X. We still have o7 = 7 and T remains an involutive isometry (in particular,
F(A\) = A\) Now we prove several properties satisfied by this space.

First, notice that

(X \A) C X\ A, (3.3)

~ ~

as m: A — Ais a local isometry and ()?, d) is the completion of (g, ).
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Now we prove that

~

d(m(z),m(y)) = min{d(z,y),d(z,T'y)} for every z,y € X, (3.4)

so that in particular 7=1(z) = {2,T'2} if * = 7(2). We can assume #,7 € g Since 7 is 1-Lipschitz,
d(m(&),m(g)) is bounded by the right-hand side. Set then z := 7(%),y := m(J), and take £ > 0. Take
then a curve v : [0,1] — A joining z to y, with length I(y) < d(z,y) + €. Exploiting the fact that 7 is a
local isometry, we can lift v to a curve 4 : [0, 1] — A joining & with some 2 € )? such that m o4 = ~.
Hence, I(§) = I(v) < d(x,y) + . Since w(2) = y, we have that either Z = ¢ or 2 =T (by (3.3)). Hence
the claim, as € > 0 was arbltrary

Now we prove that (X d) is proper (and geodesic), by proving that bounded subsets of (X d) are
totally bounded. Take indeed B C X bounded and, for ¢ € (0,1), take a finite set (z;);=1,.. v € AN7(B )
such that U,y y Be(wi) 2 7(B), which is possible as bounded sets in (X, d) are precompact. Then we
have Uizlj,,_7N UjiEw—l(xi) B.(#;) 2 B, by (3.4).

Finally, we prove that

(X \A) =X\ A4, (3.5)

i.e. that equality holds in (3.3). Indeed, take x € X \ A and (xp)r C A, z; — x. Take any &; such that
m(Z1) = z1 and, for k > 2, take &) with m(Z)) = x and such that c/l\(:Ek,aA:l) = d(xy,x1), which is possible
thanks to (3.4). Since ()?, c/l\) is proper, for a non-relabeled subsequence we can find a limit 2 — . By
continuity, we have that 7(&) = z, which is the conclusion.

Now we prove that

~

diam(X, d) < 2diam(X, d). (3.6)
Take any 2,9 € X, let 7 € X be such that d(z, ) = d(m g), and se m(m). By (3.4), either
d(x,m) = d(a:,m) or d(x,m) = d(:c,I‘m). In the former case, d( ) < d(z,n c;l\(m y) = 2d(:1: m) =
2d(z,m) < 2diam(X). We can conclude in a similar way if d(m,y) =
left to consider is the one in which d(z,m) = c/l\(ﬁu,Fm) and d(m,y) = d(m, Ty
d(#,9) < d(2,Tm) + d(Tr, §) = d(z,m) + d(m,y) < 2diam(X).
Finally, we prove that
dimy (X \ A) <n — 2, (3.7)
which will clearly imply that m.H: = 2H%. Indeed, take o € (0,1), recall (3.5) and the fact that
HP 2 (X \ A) =0, as X \ A C X\ R. Write then X \ A C |J; B,,(;), where >, r772T® < ¢, for
€(0,1). Then X \ A C U; U:D7,€7T_1 () Bri(&:), by (3.4), so that the conclusion follows.

Finally, notice that A - {X I'z ;é 2}, so that the latter is dense and, as I' is continuous, it is also
open. Take z such that 107 := ( I'z) > 0. We show that B,(Z) is mapped isometrically onto B,(x),
for z := w(&). Take g,2 € B,(Z), and set y := 7(9),z := 7(2) € By(z). Now we have d(y,z) < 2r,
whereas

10r = d(#,T2) < d(#,9) + d(9,T2) + d(I'3,T#) < 2r + d(9,T3), (3.8)
so by (3.4) we must have d(y, z) = c/l\(ﬂ, Z). Also, (3.4) proves that 7 : B,(Z) — B,(x) is surjective. [

3.2. Proof of Lemma 3.3. We keep the notation of Theorem 3.1 and we assume, for simplicity of
notation, that R = 1. Assume first that Bj(p) is non-orientable, so that there exists an orientation-
reversing loop 7 : [0,1] = AN By (p) based at some ¢ € A, with d(q,p) < 1/10 (recall Remark 1.8). Take
ge X such that m(q ) = ¢ and d(p, G) < 1/10. Hence, by hftlng y through the local isometry m, we obtain
a curve 7 : [0,1] — A joining § to T'g, with 4([0,1]) € 7~ Y(Bi(p)). If d(q,I‘p) < 2/10, then

d(p,Tp) < d(p,q) + E(q: Ip) <3/10 <2, (39)
so that we can assume c?(cj,f‘ﬁ) > 2/10. Hence, by considering the continuous function [0,1] > ¢
d(A(t),p) — d(¥(t),T'p) € R, we see that there exists 7 in the image of 4 which satisfies

d(m, p) = d(1h, T'p). (3.10)
Indeed,

~

d(5(0),p) — d(3(0),T'p) = d(d,p) — d(q,Tp) < 1/10 — 2/10 < 0, (3.11)
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>

and also we have d(§(1),p) — d(3(1),Tp) = d(I'q,p) — d(I§,I'p) = —(d(q.p) — d(3,T'p)) > 0. Since,
m = w(m) € B1(p), we have either d(r,p) < 1 or d(m,I'p) < 1 (hence both). Hence, in any case,
d(p,Tp) < d(p,m) + d(r, Tp) < 2. (3.12)

Conversely, assume that c/l\(ﬁ, I'p) < 2 and let n € (0,1). Let ¢ € AN B, (p), so that c/l\((j, rg) <
c?(ﬁ, Fﬁ) + 2n. Since Ais a length space, we can find a curve 4 : [0,1] — A joining ¢ to I'¢ with
(7)) < al(p7 I‘p) + 3n. If we set v := 7w o4, then 7 is an orientation-reversing loop based at ¢ = m(§) of
length () < d(p,Fp) + 3n. In particular, the image of v is contained in Bj(yy/2(q) C Bj(y)/244(p). If 1
is small enough, the image of ~ is contained in Bj(p), which means that B;(p) is non-orientable. U

4. STABILITY OF ORIENTABILITY

In this section, we discuss in more detail and prove the stability results outlined in Section 1.3. For the
reader’s convenience, we restate below Theorem 1.16 regarding the stability of orientability according to
Definition 1.6 under GH-convergence.

Theorem 4.1 (Stability of Orientability). Let (X, dk, H", p) GH, (X,d,H"™, p) be a sequence of non-
collapsed RCD(—(n — 1),n) spaces with no boundary. If (Xg,dk, H™) is orientable for every k, then
(X,d,H™) is orientable. More specifically, if, for some R > 0, Br(px) is orientable for every k, then
Bpr(p) is orientable.

We now state the most general version of the stability of non-orientable spaces with Ricci bounded
below. Theorem 1.18 is an immediate corollary.

Theorem 4.2 (Stability of Non-Orientability). Let (X, d, H", px) GH, (X,d,H™,p) be a sequence of
non-collapsed RCD(—(n — 1),n) spaces with no boundary. Assume that, for some R > 0, Br(py) is not
orientable, and the ramified double cover (X, di, H™) (as in Theorem 3.1) is an RCD(—(n—1),n) space,

for every k. Then Bg(p) is non-orientable. Further, we have ()?k,c/l\k,?‘-[”,ﬁk) GH, ()?,c/i\,?-{",ﬁ), where
m o (X,d,H") = (X,d,H") is the orientable ramified double cover as in Theorem 3.1 and mw(p) = p.
Finally (recall Definition 5./), A — A locally uniformly.

4.1. Proof of Theorem 4.1. We argue by contradiction and thus we assume that Bgr(p) is non-
orientable. To simplify the notation, we assume that R = 1, although this will play no difference in the
proof. Therefore, by Remark 1.8 we can find an orientation-reversing loop « : [0, 1] = A-(X) N Bi(p).

To conclude, we propose two distinct proofs: one shorter, which utilizes the global Reifenberg theorem
for regular sets in RCD spaces, and a second one which is completely elementary.

Proof I. By standard e-regularity, if ¢ < e(n) there exists a finite covering ([0, 1]) € U/~ By,(z;) where
Bioor, () are 8( )-regular balls, bi-Hélder to B;(0™) C R™. For k large enough, we can find 2¢(n)-regular
balls Bioor, (v¥) € X which are (n)-close to Bioor; (7). Hence U, Bioor, (z¥) is a topological manifold,
and by standard gluing (see [11, Appendix I] and [23, Theorem 4.6]) a subset of it is homeomorphic to
Ui~ Br,(z;), which is not orientable, a contradiction. O

Proof II. Let us embed isometrically Ba(py) € X and Ba(p) € X into a common metric space (X, d)
realizing the GH-convergence By (py) — Ba(p). Thus, from now on, we will view By (py), B2(p) C X.

By taking points {qx; | 7 = 0,...,2%} C X} with g0 = Qg 2x and J(qk,j,7(2_kj)) < e, — 0, and
joining them with 2* geodesics in X}, (parametrized over intervals of length 27%), we can find loops
Y : [0,1] = X} converging uniformly to . We claim that ~ is also orientation-reversing for k large
enough, which is the desired contradiction.

Since «y takes values in A.(X), by Reifenberg we can find N > 1 and p > 0 such that

(55 ) < 50(5))

for all £ =0,..., N (where intervals are taken in R/Z), and moreover there exists a map

he + Biop(0") = Big, (7(%)) cX

which is a homeomorphism with its image h¢(B1o,(0™)) 2 ng(v(%)); we can assume that hy = hg.
Similarly, for k£ large enough, we can find

P : B1op(0™) — Biop (’Vk (%)) C Xy
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which is a homeomorphism with its image hy ¢(B10,(0")) 2 ng(’yk( )); since hy ¢ can be constructed
by perturbing any given GH-approximation B, (0") — Blop(’yk(%)) and since By(pr) — Ba(p) in the
Hausdorff metric for (X' ,d), we can also require that
sup  d(hy(x), ho(x)) < Ok
xEBu)p(On)

for a vanishing sequence d; — 0. We will also assume that

he(0) = 7(%» hi,e(0) = ’Yk(%),

and that both Ay, hy ¢ and their inverses increase distances at most by the additive error p.

We now fix an initial generator pg € H, (X, X\ {7y(0)})* = Z* = {£1} and let u; € Hp (X, X\ {~(¢)})*
be the (unique) continuous extension along the curves v and ~, as discussed at the beginning of Section
2. We endow the topological ball BY) := hy(Bi,(0")) with the unique orientation u) such that

¢ f—1 £+1
'(Y()t) Mt fort € [T, Ti| N [O, 1]

Note that, even if B(®) = B(N) | we have opposite orientations p(9) = —p) as pg = —p.
Next, we endow the topological ball B*:) := hy, s(Bi,(0™)) with the image orientation
pkl) = (hip o hzl)*,u(e).
For £=0,...,N — 1 and k large enough, we now claim that

(k0) (k1) Ll+1
Fon(t) = (o) for ¢ [N’ N }
Once this is done, the definition

k.0 0 (+1
Pkt = 'ufyk(t)) for t € [ﬁ, T:|
ields a continuous choice of a generator ui ; € Hy, (X, Xk +(H)1) and, since p*0) = — (kN e have
y g M, 8 K K
Mo = —pk, n. This says that v is orientation-reversing, as desired.

To check the last claim, we let U®) denote the connected component of B N B+ including the
curve v([%, 51]). By definition of u*) we have

p® = D on g,
%]) letting

= hk e( ) $ = h];}Jrl(q)? q/ = h(((l?/), q” = hé-i—l (.’L‘”),
by the closeness of the maps h, and hy ¢ we have

() 200 s alan(5)) 40 £)A(5)) <o sz

for k large enough, where §;. — 0 is another vanishing sequence. Similarly, we have

Hence, given ¢ € Vk([ﬁ
/

Thus,

This ball is connected and included in ng(v(%)) N ng(v(%)), and thus it is included in U®. We
deduce that

Hence, defining the two orientations
= (b e, = (b)Y

on the Euclidean ball Byg,(0") and setting A := hg_l(U(Z)) (so that A and h€+1 o hy(A) are open subsets
of Bio,(0™)), we see that A contains ', z” and the homeomorphism

hyt ohy| A= hy o he(A)
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maps the orientation i/ to p””. To conclude, it suffices to check that
(Rgser © )i’ = "

as well; note that 2/,2” € Bg,(0™), whose closure is included in the domains of both hl o hy and

l+1
h,;é 41 © hig. These two homeomorphisms map Bg,(0") to a superset of B3,(0") (for instance, we have

he(Bep(0™)) 2 Bsy(v(£)) 2 Bap(v(52)), and the image of the latter through hz_+11 includes Bs,(0™)),
and hence the previous assertion follows from the fact that

|]’LZ_&1 o hg(:l/‘) — hl;}—i-l o hk,g(l‘)’ < 2p
for all x € Bg,(0™), which guarantees that

(o by © hi)ettlo = [(hizy 0 he)urdTo

(as the two homeomorphisms induce the same map H,(Bg,(0"),0Bg,(0")) — H,(R",R"\ {0})). Note
that the last bound holds since

(P10 by (y), b o hy () < dheqs © by (y), y) + d(y, b 0 by () < 26k < p,
where we let y := hy(z), and since h,;é 41 increases distances by at most p. O

4.2. Proof of Theorem 4.2. To simplify the notation, we set R = 1. This will play no real difference
in the proof. We will use the conclusions (and the notation) of Theorem 3.1 freely. We start by recalling
the conclusion of Lemma 3.3, i.e.

C/l\k(ﬁk,rkﬁk) <2 for every k. (4.1)

Note that, since (X,d, H") is non-collapsed, using [16, Theorem 1.3, we have H"(B1(p)) > 0, and
hence infy, H"(B1(pxr)) > 0. Therefore, up to subsequences, ()?k,c?k,H",ﬁk) — ()2,67,7-[",]3), for some
pointed non-collapsed RCD(—(n — 1),n) space with no boundary (see [5, Theorem 1.6]). We are going
to prove next that (X, d, H™) is non-orientable and (X, d, ™) is indeed the orientable double cover as in
Theorem 3.1, so that the full sequence converges Wlthout the need of extracting subsequences.

Notice that the maps T’y : Xk — Xk and Ty - Xk — X} are 1-Lipschitz, so that, up to taking a
subsequence, we have limit maps I" : X > Xand7n: X = X. Of course, 7 is 1- Llpschltz mol = -, and
I" is an involutive isometry. Now the key observation is the following: if we have X ED2%p > T € X , then

(71 (2%), pr) = min{dy(Zx, pr), di (2, Trpr)} < (@ Pr) + die(Br, Trpr) < die(@, 1) +2 (4.2)

is uniformly bounded, as well as

o~ ~

dy.(Cydk, i) < di(Crdg, Tipr) + di(Crip, i) < di(Er, i) + 2. (4.3)
Also, we obtain

~

d(n(2),7(9)) = min{d(&, §),d(#,Tg)} for every &,9 € X. (4.4)
In particular, we have
7Y (#)) = {2,T2} for every & € X. (4.5)
Fix ¢ > 0 small and let § € (0,1) given by Theorem 5.8 below (with this choice of €), thus depending
only upon n, and set A := A;,,(X). In particular, A C X is dense and dimy (X \ A) <n —2. As in the
proof of Theorem 3.1, the combination of (4.4) and (4.5) implies that

dimy (X \ A) <n — 2, (4.6)

where A := 77 1(A) is open.

Now we claim that R

'z # & for every & € A. (4.7)

For 7 ¢ A consider z := 7(Z) and take (zj)k, where Xy 3 xp — x. By Theorem 5.8 in scale-invariant
form, we see that, for k large enough, for a suitable r, < §/4 the ball B, (z)) is homeomorphic to an
open set of R™, hence is orientable, and this forces c?k(a?k,l“ki?k) > 2r, for every k large enough, by
Lemma 3.3, with the obvious meaning for ;. As k — oo, we obtain (4.7).

By Lemma 2.2 with (4.6), Ais a length space. In partlcular we can take a curve of finite length

:10,1] — A joining ¢ to I'¢, where ¢ is any point in A. We set v:i=mo4:[0,1] — A, which is a loop
based at g := () of finite length. Arguing as in the first proof of Theorem 4.1, for k large enough, a
neighborhood of v (independent of k) is homeomorphic to an open subset of Xy, say By, which is also a
topological manifold. Take X > Gr — ¢ and Jg, : [0,1] — X} joining ¢ to I'pdk, uniformly converging
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to 4, and set 7y, := 7 0 Yk, uniformly converging to +. Notice that eventually the image of v will be
contained in By, so that 7 are orientation-reversing loops based at g := m(qr). We thus see that ~ is
orientation-reversing. Hence, (X, d, H") is a non-orientable, non-collapsed RCD(—(n — 1), n) space with
no boundary. Note that we could have concluded also by arguing as in the second proof of Theorem 4.1.

We now prove that ()A( , (z H™) coincides with the orientable double cover given by Theorem 3.1. First,
combining (4.7), (4.4) and (4.5), as in the proof of Theorem 3.1, we have that 7 : A — A is a local
isometry. From this and Theorem 5.8 in scale-invariant form, it follows that Aisa topological manifold,
and by Theorem 1.16 A is orientable. We have already proved that Ais a length space. Thus, the
conclusion follows from the uniqueness part of Theorem 3.1.

Now we prove that A — A. Recall that these maps are uniformly Lipschitzand it is enough to show
that if X, 2 ¢ — q € X, then Apq, — Aq. Fix § € X with 7(§) = ¢, and take also a sequence ({i)g
with ﬂk((jk) = (k- Now R .

di(Gr, Pr) < d(qr,p) + di(Pr, Tkdr) (4.8)
is uniformly bounded by (4.1), so that any subsequence of (gx)x has limit points in X. Also, by the
convergence of 7, and (4.5), any such limit point is either ¢ or I'¢. Hence, up to exchanging some g
with T'ydi, we can assume that g, — ¢. Hence, also I'yg, — I'4, so that c/l\k((jk,Fk(jk) — J(Q,ch), which
is the conclusion. 0

4.3. Proof of Theorem 1.21. In view of Theorem 4.1, (M}, gi,pr) is not orientable for k sufficiently

o~

large. Hence, by Theorem 4.2, we have (M}, gk, Pk) GH, ()/(\', CZ”H",]?) where 7 : ()?, (?,”H") — (X, d,H")
is the orientable ramified double cover as in Theorem 3.1 and 7(p) = p. By stability of the RCD condition,
we obtain that (X,d,H") is an RCD(—(n — 1),n) space. Properties (i), (i), and the uniqueness of the
ramified double cover follow from Theorem 3.1. O

4.4. Proof of Theorem 1.23. If x is locally non-orientable, then every tangent cone at x is non-
orientable, by Theorem 4.2. Otherwise, every tangent cone at z is orientable, by Theorem 4.1. Hence,
recalling Example 1.9, we have established the equivalence between (1) and (3).

The equivalence between (1) and (2) follows from Lemma 3.3.

We finally prove the volume estimate on Xyro. Let £ € X be a locally non-orientable point. We
show that

dar (B (), B,((0"4,2)) > e(n)r, for every r € (0,1), (4.9)
where (0" 2) € R"™* x C(Z?) is a tip point, and where Z2 is a non-collapsed RCD(2, 3) space. This
together with [14] would imply the volume estimate as = € S™ °

e(n)”

To prove (4.9) we argue by contradiction. A diagonal and scaling argument provides a sequence of
smooth uniformly non-collapsing manifolds (M}, gx, pk) GH, (R"=*x (C(Z3),d,p) such that Bi(ps) is not
orientable. By [10], 73 is a topological manifold covered by S3, and hence it is orientable (see Example
1.11). This provides a contradiction as a consequence of our stability result, Theorem 1.18. O

5. VOLUME FORM ON RCD SPACES

In this section, we prove the main results relating the orientability of RCD spaces in the sense of
Definition 1.6. As a first result, we show that the existence of an open subset which is an orientable
manifold, with sufficiently small complement, induces a volume form.

Theorem 5.1 (Orientability vs Volume Form I). Let (X,d,H"™) be a non-collapsed RCD(—(n —1),n)
space without boundary. Assume that there exists A C X open which is an orientable topological manifold,
such that H" (X \ A) = 0. Then there exists wy € L®°(A"T*X) with |wx| = 1 H"-a.e. such that the
following hold.

(1) For every n € TestForms,(X), we have wx - n € WY2(X), with

Viwx - n)=wx - Vn H"-a.e. (5.1)
(2) For every n € TestForms,_1(X) with compact support,
/ wy - dn dH" = 0. (5.2)
X

Our second result shows the converse implication: the existence of a volume form implies the existence
of an open subset which is an orientable manifold, with sufficiently small complement.
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Theorem 5.2 (Orientability vs Volume Form II). Let (X,d,H™) be a non-collapsed RCD(—(n — 1),n)
space without boundary. Assume that there exists w € L (A" T* X)) such that one of the following holds:

(1) |w| =1 H"-a.e. and, for every n € TestForms, (X) with compact support, w - n € W12(X);
(2) w# 0 and, for every n € TestForms,_1(X) with compact support,

/ w-dnpdH" =0. (5.3)
X
Then, for e < e(n), A:(X) is orientable.

Remark 5.3. Actually, we are going to prove the claim of Theorem 5.2 with (1) possibly replaced by the
slightly weaker
(1) There exists ¢ > 0 such that |w| > ¢ H™-a.e. and, for every n € TestForms,(X) with compact
support, w - n € WH2(X).
Finally, we show that the volume form is unique up to changing the sign.
Theorem 5.4 (Uniqueness of Volume Form). Let (X,d, H") be a non-collapsed RCD(—(n —1),n) space

without boundary. Assume that wy,ws € L®(A"T*X) satisfy the assumptions of Theorem 5.2. Then
there exists a constant ¢ € R\ {0} such that w = cws.

After having recalled some preliminary results, the remaining part of this section will be dedicated to
the proof of the theorems stated above. We begin in Section 5.2, where we study volume forms locally on
d-regular balls. In Section 5.3, we begin gluing local forms by checking the compatibility of local volume
forms on the intersection of §-regular balls.

5.1. Preliminaries. In this section, we collect technical results on Sobolev functions and d§-splitting
maps in RCD spaces. We assume the reader to be familiar with the standard terminology of the RCD
theory, referring the reader to [17] or [19] and references therein.

5.1.1. Sobolev calculus.
Lemma 5.5. Let (X,d,m) be an RCD(K, N) space. Let B C X be open and connected, and assume
that f € L*(B) is such that
/ fdivZ dm =0 for every Z € TestV(X) with supp(Z) € B. (5.4)
e

Then f is constant on B.

Proof. By (5.4), we see that we conclude if we can show f € W2(B’), for every B’ € B ball. Now, take
any 1 € TestF(X) with suppt¢ € B and such that ¢ = 1 m-a.e. on B’ (see [29, Lemma 3.1]). Then we
know that

/ fodivZ dm = —/sz/J - Z dm for every Z € TestV(X). (5.5)
b's

We plug in Z := Vho(f1) and we obtain, through an easy approximation argument, that

/X Fo div(Vhay(f6)) dm = — / IV - Vha(f) dm, (5.6)

which, by the properties of hp; recalled in [9, Section 1.4] (in particular, [9, (1.26), Lemma 1.37 and
Proposition 1.38]), implies

- / Thy(f)2 dm = — / hare (V) - Vho(f) dm. (5.7)
X X

Therefore,

/2

Jvmtso am< ([ aatrve® am) ([ wncoP am)’ (5.8)
/2 ‘

<ol [reatam) ([ 19nerop am)”

where we used Holder’s inequality and [17, Proposition 3.6.10]. If follows that fi» € W12(X), whence
the conclusion. O

Lemma 5.6. Let (X,d,H") be a non-collapsed RCD(—(n — 1),n) space and let f € L*>® N L?(X),
g € L*(X). Assume that C C X satisfies H* 1(C) = 0, and that for every x € X \ C there is v, € (0,1)
such that f € WY2(B, (x)) with [Vf| < g H"-a.e. on B, (z). Then f € WH2(X).
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Proof. Set U := U,¢c Br,(z) 2 X \ C. Now fix Br(o) € X and notice that Bgr(o) \ U is a compact
subset of C. For any o > 0, we can cover Br(o) \ U with finitely many B,,(z;), such that >, 7" < 0.
Consider, for every i, the 1/r;-Lipschitz function ¢; which is 1 on B, (x;) and is supported in Bay, (x;).
If we set o := (1 — Y. i)T, we can easily compute that

lim [ [(1—¢s)+ |Ves|] dm=0. (5.9)
o\O0 Jx
We notice also that, for every o € (0,1), fo, € WH2(Bg(0)) with
IV(feo)l < 1fIIVepo| + gp5  H"-a.e. on Br(o). (5.10)

If we let o \, 0, we deduce that f € BV(Bg(0)). Notice that, as " 1(C) = 0, we have |Df|(C) = 0, by
[1, Theorem 3.4] and the coarea formula. Then, by locality, |Df| < g H™-a.e. on Br(0). Thus, by [18,
Remark 3.5], we get f € W'2(Bg(0)), and it is now immediate to deduce f € W12(X). O

5.1.2. Codifferential and forms. We assume the reader to be familiar with the standard notation regard-
ing differential forms and (co)tangent modules over RCD spaces, referring to [17].

Lemma 5.7. Let (X,d,H") be a non-collapsed RCD(—(n — 1),n) space and let w € TestFormy(X).
Then w € D(§), namely w belongs to the domain of the codifferential §, with

n
ow = fzveiwl_ei H"-a.e., (5.11)
i=1
where (€;)i=1,..n is an orthonormal basis for L*(TX).

Proof. By linearity, it is enough to prove the statement for w = fodfi A --- Adfi, = fow, for fo,..., fr €
TestF(X). Take any n = godgi A - -+ A dgx—1 € TestFormy_1(X), with go, ..., gx—1 € TestF(X). We can
compute

/w . dndHnZ/dfl/\---/\dfk - fodgo AN+ Ndg_1 dH"”
= [ & dtogn) ndgy no ndguor @Bt = [ godio ndgu A Adgao AR

:/[fgfs(:) -n—w - dfo An] dH".
(5.12)
Notice that, by linearity, the above holds for every n € TestFormy_1(X). This means that w € D(4),
with
ow = f()(SUNJ —wl df().
Therefore, by [17, Proposition 3.5.12],

k
dw=fod (V)*Dfadfi Ao Ndfy Ao N dfy
a=1
+fo Y (F1)"*[Hess fuldfy, ) — Hess fy(dfe, A= Adfy Ao Adfen-(5.13)
1<b<cLk
— oL dfy
=A+B+C.

Notice that

B= Y (~1)"[Hess fo(dfy, -) — Hess fo(dfe, ) A+ Adfy A Ndfe -+
1<b<c<Lk

:Z Z (—1)°*¢ Hess f.(e;, -)/\~~/\dfb(ei)/\---/\gf\cA---

i=1 1<b<c<n

=37 (C1)Hess fyler, ) A Adfy A Adfe(er) A+

i=1 1<b<c<k

=> (1" > dfy A---AHess fales, ) Ao Adfy(ei) Ao
=1

1<a,b<k, a#b

(5.14)
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Also,

n n n k
Zveiwl_ei = Z(Vfo . GZ)LDL@Z—f-ZZfQ [dfl /\~~/\Hess(fa)(ei, ) VAN ]I_el
=1

=1 . . i=1 a=1 (5‘15)
=aldfo+ ) > [fodfi A--- AHess faes, -) A+ ] Les.
i=1 a=1
Now notice that, for every a =1,...,kand i =1,...,n, we have
[df1 A -+ A Hess fa(ei, <) Ao+ ]Le;
=— > (=D)dfy A--- AHess falei, ) A-- Adfy(ed) A+ (5.16)
1<b<k,ba

— (=1)%f1 A--- ANHess fo(ei,ei) A .

Therefore, using that the Laplacian is the trace of the Hessian on non-collapsed RCD spaces, we obtain
n
» Vewlei=-C-B-A=—du, (5.17)
i=1

as desired. O

5.1.3. Splitting maps. Let (X,d,H"™) be a non-collapsed RCD(—(n — 1)d,n) space. Assume that, for
some p € X,

dGH(B4(p), B4(On)) < 9. (518)
We recall that, by volume monotonicity, the following holds. For every ¢ > 0, if § < d(e,n), each
B, (x) C Bs(p) satisfies
H"(Br(z))

deu(Br(z),B-(0")) <er and 1—-e< o

<l4e. (5.19)

We refer the reader to [14, Theorem 4.3] and [16, Theorem 1.3].

Theorem 5.8 (Regular Balls). Assume (5.18). If e < &(n) and § < d(g,n), then the following hold.
(1) There ezists an e-splitting map

w=(uy,...,up): Bs3(p) = R". (5.20)
(2) For every x € Ba(p) and r € (0,1), there exists an invertible matriz Ty, satisfying
Tyl + T < 7 (5.21)
and such that Ty ,u : By(x) = R™ is an e-splitting map and (1 + ¢)-Lipschitz. In particular,
|dui A -+~ ANdup| >0 H"-a.e. on Ba(p). (5.22)
(8) It holds that u : B1(p) — R™ is bi-Hélder onto its image: more precisely,
(1= &)d(z, 1) < Ju(@) — u(y)| < (1+2)d(z,y) for every z,y € B (p) (5.23)

and u(B1(p)) is open in R™.
(4) The set G, defined as in [7, Proposition 1.6] by

G:= {xEBl(p) : sup ][ ()|Hessua|2 dH" < /e for everya=1,...,n and

re(0,1)J B (524)

sup ][ |Vug - Vup — 04| dH™ < /e for every a,b=1,.. .,n},
re(0,1)J Br(z)

satisfies
H"(Bi(p) \ G) < C(n)Ver"(Bi(p)) (5.25)

and is such that
lu(z) - u(y)| — d(z,y)| < nd(z,y) for every z,y € Br(p) with z € G, (5.26)
provided that € < e(n,n), for n > 0.
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Proof. (1) and the first conclusion of (2) are nowadays standard and follow from the existence result for
d-splitting maps and the transformation theorem [11, 14]; see also [7, 8] for the proof of these results in
the RCD setting. To prove the second part of item (2), take any = € Ba(p) and r € (0,1) and notice
that, if w = wy, = T ,u, then
|dwy A -+ A dwy| = |det(Tyr)||dus A - -+ Aduy|  H-a.e. on By(x). (5.27)
In particular, H"-a.e. on B,.(z) it holds that |dwi A -+ A dw,| = 0 if and only if |duj A --- A duy,| = 0.
Notice that, for a constant ¢(n) depending only upon n,
|dwy A - ANdwp| >1/2 H"-a.e. on By(z) N {|Vw, - Vwp — 6gp| < c(n) Va,b=1,...,n}. (5.28)
In particular, we deduce that
H*({|dwi A - A dwy,| = 0})
2 n n
ne > ][ |Vwg - Vwy — 0gp| dH™ > ¢(n)
%; @) ‘ H" (B ()

(5.29)
H™({|duy A -+ A duy,| = 0})

T X ) R
which, for ¢ < c¢(n)/n? (which we can always assume), implies a contradiction at density points of
{|dui A -+ A duy| = 0}, showing that the latter has measure zero.

The first part of (3) is a standard conclusion of the geometric transformation theorem [14, 5]. To prove
that u(B1(p)) is open in R", we fix 2 € By(p) and let v := T} yu, with r := 1 —d(p,z) > 0. It suffices to
show that v(B,(z)) includes the ball B, 5(v(z)).

We argue by contradiction and assume that z € B, s(v(x)) but z ¢ v(B.(x)). Since v provides a
GH-equivalence between B, (z) and B,(v(x)) (cf. [5, Remark 3.10]), assuming ¢ < e(n) there exists
y € Bs,4(x) such that v(y) has minimal distance 0 < ' < /10 from z. We now study the e-splitting
map Ty 4su : Bys(y) — R” for 0 < s < r//4. It turns out that

(1) Tyasu(Bs(y)) € Bite)s(Tyasuly)) since Ty 45u is (1 + €)-Lipschitz,

(i) H™(Tya5u(Bs(y))) < 3wy,s™ for s small enough.
Here, (ii) follows from the fact that the image of v(Bs(y)) is contained in the C(n)s?-neighborhood of
a half-space centered at v(y) when s is sufficiently small, as v(Bs(z)) does not intersect Bj,_,,)(2).
By the bounds (5.21), Ty 4s5u(Bs(y)) is contained in the C(n)s* ¢-neighborhood a half-space centered
at Tyasu(y). Hence, T, 45u(Bs(y)) cannot intersect a big portion (almost half) of By y.)s(Ty asu(y)),
providing the volume bound (ii).

Finally, we show that (ii) contradicts the fact that T}, 4su : Bs(y) — R™ is an e-splitting map, and in
particular the bound (5.26) proved below, for € small enough. Indeed, let w, := T}, 4su and let G- C Bs(y)
be the good set for the map w. (defined as G but in the scale-invariant way). Note that the proof of
(5.26) (for any given 1) does not depend on (5.18), but just on (5.19), which trivially still hold when we
replace Ba(p) with Bys(y). Then, by (5.19) and (5.25), we have

H"(w:(Ge)) > (1 — C(n)ve)wns™.
By (5.26), the restriction w. : Gz — w.(G.) is injective, with (1 — 1)~ !-Lipschitz inverse, giving
H'(Ge) = (1=n) " (1= C(n)Ve)wns™.
This contradicts (ii) as soon as ¢, and thus 7, are small enough.

Now we turn to item (4). By [7, Proposition 1.6], (5.25) follows, as well as the fact that u : Bs(x) — R”
is a /e-splitting map for every x € G and s € (0,1).

Now, (5.26) follows from the same argument of the proof of [7, Proposition 2.8], by using [5, Theorem
3.4 (iii)] and the argument of [9]. We give anyway the details below.

Fix z,y as in the statement. Notice that, if d(z,y) > 1/2, the claim follows from the first part of
the theorem, provided that ¢ < £(n,n), so that we will assume that d(z,y) < 1/2. Hence, as z € G,
Ut Baggy)(z) — R™ is an /e-splitting map. By (5.19), provided that ¢ < €(n,n), [5, Remark 3.10]
implies that u : Byg(yy)(2) — R™ provides us with a GH-equivalence witnessing the bound

dGH(B2d(x,y) (:E)a BQd(ac,y) (On)) < Ud(ffa y)7 (530)
from which the conclusion follows. O
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5.2. Volume Form on Regular Balls. We consider an RCD(—(n — 1)d,n) space (X,d,H") and a
regular ball By(p) C X, i.e.

dGH(B4<p), B4(On)) < 6. (5.31)
From Theorem 5.8, if § < d(¢,n) we can construct e-splitting maps u : B3(p) — R™. It is then natural

to consider the pullback form
vi=dup A... A duy,. (5.32)

We already know (see Theorem 5.8) that |v| is nonzero H™-a.e. and e-close to 1 in an integral sense. The
next result provides sharp Sobolev estimates on |v|~t.
Proposition 5.9. Fizr € (1,00) and g € (1,2). Ife <e(p,q,n) and 6 < (e, n) then

w7t € L7 (Byya(p)) N WH(By/4(p)). (5.33)
Also, there exists a lower-triangular matriz field A, A=t € L" N W4(By ;4(p); R™"), with det(A(z)) > 0
for H"-a.e. x € Byy(p), such that letting

€; ‘= Ai,jVuj (534)

we obtain an orthonormal basis (e1,...,en) on By/4(p).

Remark 5.10. The sharpness of Proposition 5.9 can be verified on the two-dimensional ice-cream cone
C(SY), where diam(S!) = Trz- 1f € > 0 is sufficiently small, then u; = r*ecos((1+¢)f) and up =
r1*esin((1 + ¢)0) constitute a -splitting map, and |v| = |duy Adug| = (1+¢)?r1+2|dr Adf| = (1+¢)%r%.
Clearly, (5.33) is satisfied only for ¢ < ﬁ
In view of Proposition 5.9, it is natural to define a local volume form by normalizing v:
dui A ... A\duy v

WBy,4(p) = |[duy A ..o A duy)| - W’

Proposition 5.11. If § < 6(n), the following holds.
(1) For every n € TestForms,,(X), WB, () " M E Wh2(By4(p)) with

on By 4(p). (5.35)

V(WB, ) * M) =WB, ) - V1 H'-a.e. on Byu(p). (5.36)
(2) For every n € TestForms,_1(X) with supp(n) C 31/4(11),
/owl/‘*(p) - dn dH" = 0. (5.37)

The next result shows the opposite implication: any form w € L*°(A™T*X) with constant modulus
and weak Sobolev regularity coincides with wp, Ja(p)> UP to scaling by a constant.

Proposition 5.12. Let w € L>®(A"T*X) be such that one of the following holds:
(1) |w(z)| =1 for H"-a.e. x € By 4(p) andw - n € W1’2(31/4(p)) for every n € TestForms, (X) with

suppn C By4(x);
(2) w#0 on By(p) and, for every n € TestForms,_1(X) with suppn C By 4(p),

/ w-dnpdH"=0. (5.38)
X
Then, if 6 < 0(n), there exists a constant ¢ € R\ {0} such that w = cwp, ,(p), H"-a.e. on By4(p).

Proof of Proposition 5.9. We begin by proving the regularity for |v|~!. Notice first that if we show
that |v|™! € L"(By4(p)) for all 7 € (1,00) then |v|™! € WH4(By 4(p)) for all ¢ € (1,2). Indeed, by
direct computation, |[v| € W2 with |[V|v|| < C(6,n) >, |Hessu,| € L? and also, for any o € (0,1),

vl € WhY with

1 ‘ Vil
vl+ol ™ (vl+0)*
Hence, the claim follows by Holder’s inequality, given the integrability proved for |v| .

Let a € (0,2) be fixed (actually we are going to need only the case a = 1). We split the argument
into two steps, the second of which involves iterating the first one.

Step 1. Let Bas(w) C Byja(p). We claim that there exists a countable collection (B;); with B; =
By, (x;) C Boy,(x;) € Bas(x) for every 4, such that:

(i) |v| = e(n)s™ H"-a.e. on By(x) \ U, Bi;

‘v (5.39)
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(i) 37 <
Fix a ball Bog(x
e-splitting map on

1
§
) as in the statement of the claim and consider w = wgy 25 := Ty 2su, which is an
Bgs( ), by Theorem 5.8. Notice that H"-a.e. we have

|dwy A -+ A dwy| = | det(Ty2s)dur A -+ A duy|
< O(n)|Ty 2" |du1 A A dug (5.40)
< C(n)(2s)""|vl,
where the last inequality is due to (5.21). Hence, instead of item (i), it suffices to show
(i) |dwi A -+ Adwy| > 1/2 H"-a.e. on Bs(z) \ U, Bi.
Now notice that items (i’) and (ii) are scale-invariant, so that we proceed in the proof considering the
rescaled space (X, s~ 'd, H"), which is still a non-collapsed RCD(—(n — 1)d,n) space. Hence, we will
work on Bj(z) in the rescaled space, and we have at our disposal an e-splitting map that we still call
w: Ba(x) — R™.
Set for brevity |Hessw|? := 3, |Hesswq|* € L'(By4(p)) and define, for z € B (z),
Muw(z) :== sup r"‘][ | Hess w|? d H™. (5.41)
re(0,1) B, (2)
It is enough to follow the proof [9, Proposition 3.11], so that we just sketch the details. Set G := {z €

Bi(z) : Mw(z) < \/e}.

Taking z € G, as in the proof of [9, Proposition 3.11] we have that

]l \Vw, - Vay, — 6, ;] < C(n,a)et/* for every r € (0,1) and a,b=1,...,n. (5.42)
B (2)
Hence, with a Lebesgue point argument, we see that
|Vwg - Vwy — 64 < C(n, a)el/* forevery a,b=1,...,n (5.43)
H™-a.e. on G so that, if € is small enough, we obtain
|dwi A~ ANdwy| >1/2 H"-a.e. on G, (5.44)

by simple linear algebra.
Now it remains to cover Bj(z) \ G by suitable balls. Take any z € Bj(z) \ G, so that there exists
€ (0,1) with

Ve < rf][ | Hess w|?> < C(n)re™ "/ | Hess w|? < C(n)rd ", (5.45)
vz (2) B ()

where we used also (5.19) and the fact that w : Ba(z) — R™ is an e-splitting map. Notice in passing that
this implies r, < 1/10, provided that ¢ is small enough. By using Vitali’s covering lemma, we extract a

sub-cover from (B, (2)).ep, (x)\¢> Sy (B;)i, such that U, 5B; D By(z)\G and (B;); are pairwise disjoint,
for B; == By, (zi). Then, setting r; :=r,,, by (5.45) and (5.19) we have

Zr" *<C(n era?'-[” (z:)) < C(n _1/22/ | Hess w|? dH"
By (z;

) (5.46)

< C(n)€1/2/ | Hessw|? dH™ < C(n)v/e < 7,

Ba(x) 2

provided that ¢ is small enough. Hence, it is now enough to define B; := 51%.

Step 2. We iterate Step 1. We start from Bas(z) = Bj/2(p) and we obtain, thanks to Step 1, a
collection of balls (le =By, (214))i. Then, at step k, for every ball BF. we apply Step 1 to 2Blk and
we obtain a collection of balls (Blk;bl)m, and we set (BFf! = By, .1 (Tk11,4))i to be the union of all the

balls (Bf""1);,,. Now, by Step 1, for every k € N,

Z?"Z,? _*Zrk i S ik(l/‘l) (5.47)
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Hence, if we set By := |J; By,i, we see that H"(By) — 0 as kK — oo, so that we see that it is enough to
find a bound for | By /4()\B |v|7P dH™ that is independent of k. To this aim, notice that

k—1
/ | dH" < 2/ lv|7" dH™, (5.48)
Bl/4(p)\8k j=0 Bj\Bj+1

where we set By := By 4(p). We conclude by computing, for j > 0, exploiting Step 1 and (5.19), that

_ - - C(n 7’)
lv|7" < / lv|™" < C(n)r?,C(n)Pr " < C(n,r it < ,  (5.49)
/Bj\Bj-H zz: Bi\Bj 1 zz: . Z

provided that € < e(r,n,«). Summing over j, we obtain the bound in L".

The proof of the second part follows from the classical Gram—Schmidt procedure. However, we have
to take care of the regularity of the coefficients. Let 1/, ¢’ € (1,00) to be determined later, depending
upon 7,q,n. Define v, = dug A -+ Adug for a = 1,...,n. Notice that |vg] > c¢(n)|vy|, so that, by what
we proved above for |v|7!, we have that

lva| ™t € L' N Wl’q/(Bl/4(p)) for every a =1,...,n, (5.50)

provided that § < &(¢,7/,¢’,n) (1, ¢ are yet to be fixed, but depending only upon r,q,n).
We start by defining on By /4(p)

él = dul, my = |él|, e = 671, (5.51)
mi
and, for a = 2,...,n, we define inductively
a—1 :
€q = dug — ;(dua cep)ey, Mg = |€a|, e€q= m—aa (5.52)

Notice that this definition is well-posed, as |dui A -+ A duyp| > 0 H"-a.e. on By/4(p) (which holds true
by Theorem 5.8) implies that m, > 0 H"-a.e. on By (p) for every a = 1,...,n. As the definition

of e, involves terms duy only with b = 1,...,a, we naturally have the lower-triangular matrix field
A By (p) — R™ ™. Also, A has positive entries on the diagonal. Moreover, by construction, (e, ..., ey,)
are orthonormal. We now need to show integrability and Sobolev regularity for A.

A simple computation, exploiting the fact that (ey,...,e,) are orthonormal, yields

a—1 a—1
mg = ’dua — Z(dua . eb)eb‘ = ’el Ao Aeg_1 N (dua — Z(dua . eb)eb>‘ =ler A - ANego1 A dug

1 1
= &1 A At Adug| = —————dug A -+ A dug),
ml.--ma_l ml-..ma_l
(5.53)
so that, for every a = 2,...,n, we have
Ma = V|Va| ‘ H"-a.e. on By 4(p). (5.54)
a—1
Now notice that
1 a—1 b b
5 3 ) (3 i)
e ma(u bzzzl U h221 b,h AU ; b,k QUL
X | el b b (5.55)
= — du, — — .
T Ugq M ZAb,hAb,k(dua duh) duk,
b=1 h=1k=1
so that, for k =1,...,a — 1,
1 a—1 b
Aa,k = —mfa bZ; ; Ab,hAb,k(dua . duh) ’H”—a.e. on Bl/4(p). (556)

Now, notice that the regularity for A, , = mia follows from (5.50) and (5.54) (for a > 2). Hence, we can
easily prove that A, € L™ N W17q(Bl/4(p))”X” for every b=1,...,a — 1 by induction or recursion on a,
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given (5.56), exploiting (5.54), and keeping track of the integrability of A, ;. Here the choice of v’ and
q', depending upon r, g, n, enters into play. O

Proof of Proposition 5.11. We first show (1). Taking n € TestForms, (X), recall by Proposition 5.9 that
lv|=t e LAnWh 4/3(B1/4( )),ife <e(n)and § < d(g,n). In particular WB, ,(p) 1 E L4ﬂW1’4/3(Bl/4(p)),
with

v(WBl/4(p) ) = ( B |I/+ v ‘Vl/> "N+ WB, ) Vn  H"-a.e. on By4(p). (5.57)

Now, notice that a similar equation as above holds also for n = wp, /4(p)> in which case, by |w By, 4(p)| =1,
we see that

1 1 v "
0= v<my . ml/) = ( WV + VV> . m H -a.e. on Bl/4(p) (558)
Since wp, Jalp) = ﬁ is a nowhere vanishlng top form on By /4(p), we deduce that

| |v+| |V1/ 0 H"-a.e. on Byy(p), (5.59)

so that, by (5.57), we have proved (5.36), and hence wB, ,(p) " M€ W1’2(31/4(p)), by [18, Theorem 3.4].

We now prove (2). Fix n € TestForms,,—1(X) with supp(n) C By 4(p), say supp(n) C B € By 4(p).
Let fi € TestF(X) with f — ﬁ in L* N Wh4/3(B), and supp(fi) € Bi4(p). By Lemma 5.7, for every
k it holds

/ka'dndHn:_/Zvei(ka)l_ei-ndH”
X X

(5.60)
/Z (Vi - e)v+ fiVev) Le; - n dH™
If we let k — oo, we have
- 1 1
. d d = _ T € T 1 Ve; I— 7 d "= ) .61
/)(wBl/4(p) ndH /X;((VM e)l/+ ’V‘V ZI/) ei-ndH"=0 (5.61)
having used (5.59) for the last equality. O

Proof of Proposition 5.12. Remember our notation v = duj A ... A du, and WB, /4(p) = ﬁ We can then
find f € L°°(B;,4(p)) such that

w= fwp, ,p H"-ae on By 4(p)- (5.62)
Fix a ball B € By 4(p). It is enough to prove that f = w - WB, ,(p) 18 constant on B.

Step 1. Assume first that (1) holds. By assumption, w - v € L>® N WH2(B). Moreover, ﬁ €
Li‘n W1’3/2(B1/4(p)), provided that § < §(n), by Proposition 5.9. Thus, we get f € W%3(B), but also
|f| =1 H"-a.e. on By4(p) (as |w| = 1 H"-a.e. here), so that f must be constant on B.

Step 2. Assume instead that (2) holds. Let ¢ € TestF(X) with supp ¢ € B. Define also (eq,...,ey)

as in Proposition 5.9, for p = 6n, ¢ = 3/2, assuming that ¢ < e(p,q,n) and 6 < §(g,n). If A denotes the
matrix as in Proposition 5.9, let A¥ € TestF(X)™ "™ be matrix fields such that, for every a,b = 1 .M,

we have Alaf,b — Agp in L"NWE3/2(B), as k — oo. As in (5.34), this defines naturally ef, ... ek, Wthh
we view as 1-forms. Hence, by assumption,
/Xfel/\---/\en - d(pek A neb) d?—l":/Xw cd(pek ANy dHm =o. (5.63)
Notice that for every a = 1,...,n, de¥ =d> ), Aa pdup =>4 dA p A\ duy, and this means that
|d(pes A ---Ne )HL6/5 () <M foreverya=1,...,nand k > 1, (5.64)
where M depends on the norms || Agp|| fenqpyt. 3/2(B, 14(p) ) lllzees [Vl oo, and n.

Thus, take (f4)n € TestF(X) with supp fr C By4(p ) and f, — f in L%(B), with moreover (f3,), C
L°°(B1/4(p)) bounded. By (5.63) and (5.64), we have that

‘/ frer Ao New - d(pes A Neb) dH™ | < |If = fullpssy M for every k, h. (5.65)
X
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We then recall that ey A--- Aey, = WB, ,4(p) O By,4(p) and use Lemma 5.11 to integrate by parts to
deduce, letting k — oo and using the convergence e¥ — ¢, in L5"(B), that

a

‘/ wer Ao Nen - dfp Nea A= Nen AH™| < ||f — fullps(gyM  for every h. (5.66)
X

This implies [  Pdfp - e1 dH"™ — 0. Repeating the same argument for different indices, we obtain

lim edfp, - eq dH" =0 foreverya=1,...,n. (5.67)
h—oo J x
Hence, approximating again e, with e’g, we see that, for every a =1,...,n,

0= lim lim [ @dfy - & dH"

h—o0 k—oo | x

= lim lim [ fu(dp - ekt dal, - du) dH” (5.68)
; .

h—o00 k—o0
b=1

—— [ 1 cat 0 dAny - du) an,
X b=1

where we used the fact that u is harmonic. Here we are considering dA,; € LY(TX), with |dAqp| €
L3/%(B), limit of dAF ,, and similarly we will do for differentials of other W'3/2(B) functions, which is
meaningful thanks to [ , Theorem 3.4]. By approximation, we see that the above continues to hold even
for p € WH3/2 0 L®(B).

Now, take Z € TestV(X) with supp(Z) € B. The above holds for ¢, := e,(Z), so that

/ fz (dcpa “eq + Ya ZdAa,b . dub) dH" =0. (5.69)
X g=1 b=1

We claim that the term in brackets in (5.69) equals div Z, in which case we can conclude by Lemma 5.5. In
order to verify this, take ¢ € TestF(X) with suppt € B, and take (©!);, C TestF(X) with supp ¢! € B
such that ¢ — ¢, in WH3/2(B), with moreover (@), C L>®(B) bounded. We compute

h—o00 k—o0

—/ Ydiv(Z) dH” _/ A - Y acq AH™ = lim lim [ dyp - Y glhel dH"
X X a=1 X a=1

= lim lim Y / w(dgog ek +¢Z§n:dA’;7b : dub> dH" (5.70)
X b=1

h—o00 k—o0
a=1

= _Z/ 7/]<d90a : ea‘i‘SOaZdAa,b : dub) dH",
a=1"%X b=1

where we used again the harmonicity of . This is what we needed to verify. O

5.3. Compatibility of Local Volume Forms. Let ¢,6 € (0,1). Let (X,d,H") be a non-collapsed
RCD(—(n — 1)d,n) space. We consider two d-regular balls By, (p), By (p') C X, i.e.

daH (Bar(p), By (0™) < 67,  dap (B (p'), By (07)) < 87/, 0™ € R™. (5.71)
By Theorem 5.8, if § < §(e,n), we can construct e-splitting maps u : Bs,.(p) — R™ and «’ : Bs(q) — R™.
The next result shows that the local volume forms are compatible on A := B,(p) N B (p).
Proposition 5.13. Fore < e(n) and 6 < 6(g,n), then we can find f € L°(A) such that

dug A+ Ndup, = fduy A+ Ndu], H'-a.e. on A. (5.72)

Moreover, if deg(u' o u™') = 1 on a connected component u(A’) of u(A), then f > 0 H"-a.e. on A,
whereas, if deg(u' ou~') = —1 here, then f <0 H"-a.e. on A’.

Proof. First, recall that, by Theorem 5.8, |duj A -+ Aduy,| > 0 H™-a.e. on B, (p) and |duj A---Adul,| >0
H"™-a.e. on B (p).

Step 1. Set v := duy A -+ Adu, and wp, () = ﬁ, and similarly for v/ and wB,(p)- By what we
just remarked, we have an f as in (5.72). Defining g by wp, () = gwp, () H"-a.e. on A, we now claim
that ¢ is locally constant, implying that f has locally constant sign. Notice that, as |g| = 1 H"-a.e., it
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is enough to prove that g € W14(A), for some g > 1, as this gives Vg = 0 H™-a.e. on {g = 1} and on

{g = —1}. We have

1 1
9 =WB,(p) " WB,,(y) =V - I//ﬂm H"-a.e. on A. (5.73)

Since v - V' € W12 N L[> and T | il /I
provided that € < ¢(n) and 0 < 0(g,n).

Up to changing the sign of u}, we will assume, in the following, that f > 0 H"-a.e. on a connected
component A’ C A.

Step 2. Let G, G’ be the sets associated with u,u’, as in Theorem 5.8. We want to show that we can
assume with no loss of generality that H"(G N G’) > 0.

Take any point ze A By Theorem 5.8, if s is small enough, we have two invertible matrices T T'
such that @ := Tu, ' = T'u' i Bog(Z) — R™ are e-splitting maps. If we define the sets G,G as in
Theorem 5.8, we have H"(By(#) \ G) + H"(Bs(2) \ G') < C(n)yeH"(By(&)). Thus, H*(GNG') > 0 if
e < g(n). Assuming that we have proved the result for 4, @', we claim that this implies the conclusion of
the proof. Indeed, set 0 := duy A -+ A di, = (det T Jv and define similarly 2/, so that

e W13/2 0 L5 by Proposition 5.9, then g € W4 for some ¢ > 1,

det T
p=SC" #5/ Hae. on By(2). (5.74)
det T
Hence, by the result for 4,4’ and the fact that f > 0, we have that
f ) o~
deg(/ o u™t) = sign < det ~ ) = sign(det T") sign(det T'), (5.75)
det 77
so that
deg(u/ ou™") = deg(T" o @ o " o T~ = sign(det T") deg (@’ o &~ ') sign(det T') = 1. (5.76)

Hence, in what follows, we replace u,u’ with @, 4/, but we go back to the original notation u,u’.
Step 3. First, notice that «/ o u™! is L"-differentiable on u(G N G’). Indeed, by (5.26), u : G — R"
is bi-Lipschitz onto its image, and the same holds for «’. Hence, setting F' to be any Lipschitz extension
of ' ou™t : u(GNG') — R, then F is differentiable £™-a.e. on u(G N G’). Take T a density point for
u(GNG') at which F is differentiable, so that
. |u' ou=(z) —u' ou™H(T) — VF(Z) - (z —7)|
im
u(GNG')dz—T |f - l’|
For n € (0,1), if s > 0 is small enough, for every x € Bs(Z) we can find 2’ € Bs(T) Nu(G N G’) with
|z — 2| < |z — T, by density reasons. We estimate, by (5.23) and (5.26),
o oua) ol ou &)~ VF(E) - (¢ — )] < 2 o) —u (@) + (V@) — |
< @A+ |IVE@))]e - 2’| < (44 |VF@) )0l — 7.

~0. (5.77)

(5.78)

Hence,
|u' ou™(z) —u' ou™H(T) — VF(Z) - (T — )|
|z — |
whence the claim, as 1 was arbitrary.

Step 4. Now we make some standard reductions, which amount to negligible modifications of G, G’.
First, we can assume that |[Vu, - Vu, — 0,5] < /€ H™-a.e. on G, for every a,b=1,...,n, and similarly
for «/. This follows from the definition of the sets G, G’, taking Lebesgue points. Moreover, we can also
assume that every point of G NG’ is a Lebesgue point for Vu, - Vuy,, Vu, - Vuy, and Vu, - Vuy, for
every a,b=1,...,n. Also, we can assume that G NG’ C R. Fix then T € G N G’ a density point, such
that u=! is differentiable at u(z), which is a density point for u(G N G’). Up to translations in R™, we
assume that u(z) = «/(z) = 0™.

Notice also that, by Theorem 5.8, v’/ o u™* is an homeomorphism onto its open image. Hence, by the
differentiability property at 0, it is enough to show

det(d(v' o u™1)(0)) > 0. (5.80)
Take a sequence of radii (rg), with 7, — 0 and, up to subsequences, assume that (X, r,;ld, H", T) —
(R™,de, L£™,0) in the pmGH sense. Fix a realization (Z,dz) of such convergence and coordinates on R".

This is possible as T € R. Up to taking a further subsequence, we can assume that, for everya =1,...,n,
Ugf ‘= r;lua — L, locally uniformly for some L, : R™ — R Lipschitz and harmonic, for the realization

< @A+ IVE@) )0+ o2’ — 7)), (5.79)

-1
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as above, with |Vuy 4|? — |V Lg|? locally strongly in L!. This comes from the convergence results of [2]:
see e.g. [9, Section 1.2.3].

As T is a Lebesgue point for |[Vu,|?, we can use the results of [I, 2] (see in particular [9, Proposition
1.27]) to see that |V L,| is L"-a.e. constant on R™. Finally, by the Bochner inequality (in the form of, e.g.,
[9, (1.22)]), we can actually prove that (Li,...,L,) are linear functions, which we write, with a slight
abuse, as x — Lx. Of course, we assume that the analogous result holds for «/, so that we obtain a linear
function L' = (L},..., L)) : R* — R". Again by the convergence |Vug o|> — |Lq|?, and by polarization,
taking the Lebesgue representatives, we see that, for every a,b = 1,...,n, L, - Ly = Vu, - Vuy(T),
L, - Ly = Vug - Vuy(T).

By (5.72) and simple linear algebra, we see that det(Vu, - Vuy(Z))qp > 0, and we read this as
det(L o (L')T) = det(Lq - L})qp > 0. This means that det L and det L’ have the same sign, so that we
immediately obtain

sign(det(L o L™1)) = 1. (5.81)
Step 5. Now, fix a =1,...,n. We take (yx)r C u(G), with

el ) ama ¥ e, (5.82)

Tk |kl

which we can do as 0 is a density point for u(G). Setting 7, := u=(yx), by (5.26) we have
AT, T Ay, T
0 < lim inf 4Gy, 7) < limsup . 7) < 00, (5.83)
k TL k Tk

so that we can extract a (not relabeled) subsequence with 5, — 7 € R™ \ {0}, in (Z,dz). We then see
that

lim r, ' 0w (y,) = lim v} '/ (g;,) = L'y = L' o L™H(Ly). (5.84)
k—o0 k—o0
But, similarly,
Ly = lim r; ‘u(g,) = lim r ty, = 5.85
y= lm ru(y,) = b r oy = e, (5.85)
so that d(u' ou™') = L' o L™!, and we conclude (5.80) by (5.81). O

5.4. Proof of Theorem 5.1. Let § < §(n) to be fixed later. Notice that we can replace A by AN
As/4(X), getting an open set which is an orientable topological manifold and whose complement has
vanishing H" !-measure. By definition of As(X), for every p € A, there exists r, € (0,d/4) with
dcr (Bar, (p), Bar, (0")) < 67p.

Assume that 0 < §(n) to have the claims of Proposition 5.13 (in particular the scale-invariant version
of Theorem 5.8). More precisely, these statements depend also on a parameters ¢,7n, which we fix
accordingly, depending only upon n.

For every p € A, consider u : B3, (p) — R" the e-splitting maps given by (the scale-invariant version
of) Theorem 5.8. Consider the n-forms v := duy A --- A duy, : By, (p) — R" and WB, 4(p) "= \%I (which is
well defined by Theorem 5.8). As A is an oriented topological manifold, up to replacing u; with —uy, we
can assume deg(u) = 1. Then, define the form wx on X by letting wx := WB, ,4(p) H"-a.e. on B, 14(p).

We have to prove that this definition is well-posed. Take B,/ (p) with p’ € A and 1’ :=ry € (0,/4) as
above. Then, consider the form w By ya(pf) 88 above. We need to check that w B,,/4(p) = WB. ,(0) H"-a.e.
on B, /4(p) N By 4(p). This, however, follows from Proposition 5.13, as deg(u' o ut) =1

Now we want to prove regularity for wx. Item (1) follows from Proposition 5.11 with Lemma 5.6. We
turn to item (2). Fix n € TestForms,_;(X) with compact support, say suppn C Br(o). For o > 0,
consider ¢, as in the proof of Lemma 5.6. Notice that still p,n € D(d), with d(psn) = dps A1+ @5 dn.
Hence, by (5.9), it suffices to prove

/ wx - d(psn) dH" =0 for every o € (0,1). (5.86)
D'

Then, by a partition of unity argument, we see that there is no loss of generality in assuming that
suppn C B, /4(p), for some B, (p) as above, so that the conclusion is due to Proposition 5.11 with an
approximation argument. O
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5.5. Proof of Theorem 5.2. Take ¢ < £(n) and § < d(e,n), to be fixed later, hence 6 < 6(n). As
already recalled in the proof of Theorem 5.1, for every x € As/4(X), there exists r, € (0,6/4) such that
dGH(B4rx (.T}),B47~x (On)) < (57’96.

We have to prove that As/4(X) is orientable. Take z € A;/4(X) and r, € (0,0/4) as above, so that
by Theorem 5.8 we have an e-splitting map v = (uy,...,un) : Bsy, (z) — R™. By Theorem 5.8, B, (x)
is orientable. By Proposition 5.12, if ¢ < ¢(n) and § < d(e,n),

- Hr-ae. on B, 4(x), (5.87)

w=c— = cwp
|v

rx/4(93)
where v := duy A -+ - A duy,, and where ¢ might a priori depend on z. But this implies that |w]| is locally
constant on the connected set As/4(X), so that |w| = ¢ holds H"-a.e. on X. Up to replacing u; with
—u1, we can assume that ¢ > 0. Consider then, as chart for BTZ/4($), the map u. Take z,y € As/4 and
e, Ty, and assume that B, (z) N By, (y) # 0. Let ug,u, be the maps as above. By Proposition 5.13,
thanks to the choice of the sign of uy 1, uy1, we have that deg(uyouyt) = 1, so that we see that the atlas

for As/, is oriented. O

5.6. Proof of Remark 5.3. We sketch how we need to modify the arguments of our proofs in order to
obtain the claim. First, we replace (1) of Proposition 5.12 with
(1") lw(x)] > ¢ > 0 for H"-ae. x € Byj(p). Moreover, w - 1 € WH2(By 4(p)) for every n €
TestForms,, (X ) with suppn C By 4(7).
The conclusion is then that
dui A -+ A duy,

w_f|du1/\-~/\dun
where either f > ¢ H"-a.e. on By(p) or f < —c H"-a.e. on By 4(p). This is proved similarly as for
Step 1 of the proof of Proposition 5.12: we still have that f € W14/3(B), for any ball B € By/4(p), as
well as |f| > ¢ > 0 H™.a.e. on B. This forces the claim, by well-known properties of Sobolev functions.
Indeed, considering ¢ := max{f, —c} and h := min{f, ¢}, since h € WH*3(B) and h has only finitely
many values (namely, +c), we see that h must be constant.

Then, the proof of Theorem 5.2 can be followed almost verbatim. Indeed, keeping the same notation,
we have that (5.87) has to be replaced by

v
w=f—
where either f > ¢ H™-a.e. or f < —c H™-a.e. Then, up to replacing u; with —u;, we see that we can

assume that f > ¢ holds H"-a.e. on B, /4(7), so that, as in the proof of Theorem 5.2, the conclusion
follows from Proposition 5.13. U

’ = fwp, () H"-a.e. on By 4(p), (5.88)

|y| = meM(x) H"-a.e. on Brz/4(x), (589)

5.7. Proof of Theorem 5.4. Let § < §(n) to be fixed later. By Theorem 5.2, A;/,(X) is orientable,
so that we can apply Theorem 5.1 to obtain an orientation form wx € L (A"T*X). As in the proof of
Theorem 5.2, for every x € As/4(X) there exists r, € (0,6/4) such that dgy(Bar, (), Bar, (07)) < 074

Again, as in the proof of Theorem 5.2, we obtain an e-splitting map v = (u1,...,u,) : B3, () = R", by
Theorem 5.8. By Proposition 5.12, if ¢ < ¢(n) and 0 < d(g,n), for v :=dug A --- A duy,
v
wy = cxm = CXWB,_,,(z) H"-a.e. on B, (), (5.90)

and, for ¢ = 1,2,

v n
w; = cim =ciwp, () M'-a.e. on B, /4(z), (5.91)

for cx,c1,c2 € R\ {0} which may depend on z. As Ajs,4(X) is connected, we have
w; = ﬂoJX H"-a.e. on B, /4(z), (5.92)
cx

and the last ratio must be constant on A;,, (as it is locally constant). This concludes the proof. U
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6. METRIC CURRENTS

In this section, we are going to work with an RCD(K, N) space (X,d, m). We will need the machinery
of currents on metric spaces.

As m can be not finite, we consider local metric currents (but we still denote them as metric currents),
as defined in [25], by modification of [3]. We then recall that D*(X) := LIP.(X) x LIPy.(X)¥, for
k € N, is in some sense their pre-dual. As (X, d) is proper, in practice it will be equivalent to consider
DF := LIP.(X)k+1,

For w € LY(A*T*X), we will consider both the usual pointwise norm |w| and the pointwise co-mass
norm |w|., defined as

|wle :=esssup{w - LA AT | T1, ..., € LO(T*X) and |7y A - ATg| < 1 meace.}. (6.1)
Lemma 6.1. With the notation above, we have that
n
lwle < |w| < <k‘> |wle m-a.e. (6.2)
and
lw|e = esssup{w - dm A -+ Admy | 71, .., 7 are 1-Lipschitz} m-a.e. (6.3)

The next statement establishes a correspondence between forms and currents of bounded weight.

Proposition 6.2. Let (X,d, m) be an RCD(K, N) space of essential dimensionn and let k € {1,...,n}.
Every w € L®(A*T*X) induces a metric k-current T,, by

Dk(X)B(f,m,...,Trk)r—)/fw-d7r1/\~-/\d7rk, (6.4)

and |T,| = |w|c m-a.e. Conversely, every k-metric current T with |T'| € L™ is induced by a (unique)
k-form wr € L®°(AFT*X) through (6.4).

Finally, the next two results show that the form is co-closed precisely when the current has no boundary.

Theorem 6.3. Let (X,d,m) be an RCD(K, N) space of essential dimension n. Let w € L®(A*T*X)
satisfying
w-dnpdm=0 for every n € TestFormsy_1(X) with compact support. (6.5)

X
Then the current T, induced as in Proposition 6.2 has no boundary.

Theorem 6.4. Let (X,d,m) be an RCD(K, N) space of essential dimension n. Let T be a metric k-
current with |T| € L™ and assume that T has no boundary. Then, if wp € L®(AFT*X) is the k-form
induced as in Proposition 6.2, we have

/ w-dnpdm=0 for every n € TestFormsy_1(X) with compact support. (6.6)
X

6.1. Proof of Lemma 6.1. First, (6.2) follows from the existence of local bases for L(T*X). The
inequality (>) in (6.3) is trivial, so we only have to prove (<). Notice first that a partitioning argument
shows that

|w|e = esssup{Xpw - dm A+ ANdmy | 71, ..., 7 € LIP(X) with |dmq|,. .., |d7g| <1 m-a.e. on B}. (6.7)

Fix then 7y, ..., m € LIP(X) and let B be such that |dm],. .., |d7;| <1 m-a.e. on B. We want to show
that Xpw - dm A -+ A dmy, is bounded above by the right-hand-side of (6.3).

We can assume that B is compact and that mq,...,m; have compact support. Define wf := hym;
and recall that |dr!| < e X'h;|dm;| m-a.e. for every i = 1,...,k. Also, for any n € (0,1), there exists

n" € (0,1) and a compact subset B’ C B with m(B \ B’) < n such that, for ¢t € (0,7'), we have
e Bhyldm| < (14 1) m-ae. on B,

for every i = 1,...,k. For m-a.e. z € B', if t € (0,7/) and if r is small enough, 7! is (1 + n)-Lipschitz on
B, (z), for i = 1,..., k. Indeed, we recall that h;|dm;| is a continuous function, and that the local version
of the Sobolev-to-Lipschitz property holds on RCD(K, N) spaces. This easily yields the conclusion.
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6.2. Proof of Proposition 6.2. Take w as in the statement. We verify that 7" is a current as in [25].
Multilinearity is clear, as well as locality. We thus have to check only the continuity axiom. Notice first
that |T,,| = |w|. € L, by the previous lemma.

Fix then (f7) C LIP.(X), f € LIP.(X) with f/ — f uniformly and such that supp f/ C K for a

common compact set K, and k sequences (7rf )j, for i =1,... k, where 7] is C-Lipschitz (for some fixed
C) for every j e Nand i = 1,...,k, and m] — 7; pointwise on X. We have to prove that
&l :—/fw . d7r1/\---/\d7rk—/fjw . dﬂ{/\-'-/\dwiéo. (6.8)
As
’/fjw cdm| A Adr - /fw cdm] A A dﬂi‘ < CONF = Pl otemire)s (6.9)

we see that there is no loss of generality in assuming f7 = f for every j.
We notice that & = T + -+ + T, where

’7? = /fw . dﬂ{ AR dwgfl Ad(m; — ﬂf) Ndmigq A -+ Adm, (6.10)
so that we focus on a fixed ¢ = 1,...,k and we prove that ’7? — 0. We now take @ € TestFormy(X)

with compact support such that ||fw — @||;1 < . We then use an immediate approximation argument
to integrate by parts in

7:3 :—/&) . dﬁ{/\"'/\dﬂ,{il/\d(ﬂi—ﬂg)/\dﬂi+1/\"'/\dﬂk
‘ ' ' (6.11)
= (—1)2/5(11 (mp =) dm] Ao Ndm]_y Ndmigr A A dm,
and we notice that the right-hand side converges to 0 as j — oo. Hence, we have
limsup |7/| < limsup |77 — 7'5] + lim sup \7:5] <e-Ck
j—o0 j—00 j—00

so that, as € was arbitrary, we conclude the first part. Now we prove the other implication. We divide
the proof in three steps.
Step 1. Letting (f,71,...,m) € D¥(X), we show that

T(f, 71, ... ) g/]f”dm\n-]dwk\ d|7]. (6.12)

By the locality axiom for currents, we see that we can assume that mq,..., 7 have compact support.
Define 7! := hym; and recall that |drt| < e %!h;|dm;| holds m-a.e. for every i = 1,..., k. Notice that it is
enough to show, for ¢ € (0,1), that

T(f,xt,... 7t §e_Kkt/ | fI(heldmr]) - -~ (heldmy]) AT, (6.13)
K

and then let ¢ \, 0, using the continuity axiom.

Therefore, we focus on (6.13). First, notice that T'(-,x},..., 7L) induces an L* function g with
g < |T'| € L. Take a Lebesgue point z for g and |T'|, and fix € € (0,1). Now, if r is small enough, 7! is
[e + e K(hy|dm;|)(x)]-Lipschitz on B,(z), for i = 1,..., k. Indeed, we recall that h;|dm;| is a continuous
function, and that the local version of the Sobolev-to-Lipschitz property holds on RCD(K, N) spaces.
By the locality axiom for currents, we have

[ oam| =m0, .t mbi < )Ha+em<htrdm|>< 2) dIT),

so that, once we divide both sides by m(B,(x)), let r \ 0, and then € N\, 0, we see that

9l(a) < 7))~ [l o (6.14)
=1
whence the claim, by integration.
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Step 2. Now take wi,...,u, € LIP(X) Lipschitz and (cg)izl,”_,k;jzl,__’n C R. For every choice of

functions (f,71,...,7) € D¥(X), we can write
T(fmi, o) =T w3 ) +Ra+ o+ Ry, (6.15)
j=1 3=1
where, fori =1,...,k,
—T<f,ZC{Uj,...,ZCZ;1Uj,(71’2‘— Cng),WZ‘+1,...,7Tk> (616)
j=1 j=1 j=1
and hence . .
Rl < [ 1713 cldus] -+ fims = 3 clus |-+ am] a1, (6.17)
j=1 j=1

thanks to Step 1. Now, by multilinearity,

( Zc’uj,...,chu]): Z T(fcill--'czk,uil,...,uik).
7=1

1<in,ip<n
All in all, we have
‘T(f,m,...,wk) — S T(f i) S TR Rl
1<it,.min<n

By a partitioning and approximation argument, we see that the above continues to holds even in the
case in which (cZ)iZl,_..7k;j:17._.7n C L*°,

Now, take (f;,m1,...,m k)1 C DF(X) and (C‘Z,i)izl,...,k;j:l,...,n;l C L® be finitely many elements in-
dexed by [. Summing the above equation, we obtain

DIITEIRREAE D DI (2 SA B S C ARSI N )
l

1<iy, . ipg<n l

with the obvious meaning for R;1,..., Ry, as in (6.16). Now, let Iy,.. -1¢,,.,, be the increasing multi-
indices for k elements over n (hence ¢, = (})), so that

)ZT(flaﬂ-l,la"'vTrlk ZZ Z (flSign((ila'"7Z.k‘)71h)0211"'C;;:ckau]h)
l In {ir,ig}=In

where, if (0(i1),...,0(ix)) = I, ur, stands for ug(;,), ..., Uq(,) and sign((i1, ..., i), ) means the sign
of the permutation o. By recalling Step 1, we see that

’ZT fla7rl1>-' Wlk’ Z Z /‘Zfﬁlgn Zl,...,ik),fh)c;;}l---C;fk

<R  (6.18)

I1 ldu;l a|T] + R.

In {ir,ein}=In JEIn
Now we consider the following form with compact support, say suppn C K, with K independent of [:
n = Zfl dmg N~ ANdm . (6.19)
l

By a further partitioning and approximation argument, we see that we can take, in place of the vector
fields (du;);, an orthonormal basis (e;);. Taking

Cli,z' = dﬂ'l,i c €5 € L™

for every [, 1, j, we see that in this case the remainder R vanishes. Hence,
S rmamn| <X [ o A el a7 < e [0l 4171 < oI Il (620
! Iy Jjelp

Step 3. By (6.20), we have that, for every K C X compact, the assignment
{n € TestFormsy(X) : suppn C K} > Zfl dmpg A= Ndmy g — ZT(leKleJ’ s TE) (6.21)
l l

is represented by wx r € L2(A*T*X). Tt is also easy to show that |wg 7|. = |T| holds m-a.e. on K. We
can now obtain wy by considering WE (o)1 for some fixed 0 € X, and letting R — oo. (]
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6.3. Proof of Theorem 6.3. Letting (f,m1,...,mx_1) € D*71(X), if 0 € LIP.(X) is such that ¢ = 1
on supp f, by definition of boundary we then have

GTw(f,m,...,wk_l):Tw(a,f,m,...,ﬂk_l):/ w-odf Ndmy N+ ANdmg_1 dm

X (6.22)

:/ w - d(fdmi A+ Ndmg—1) dm,
X

which vanishes, thanks to the assumption, by an approximation argument. O

6.4. Proof of Theorem 6.4. By linearity, we can just take n = fodfi A--- Adfx_1 with fo,..., fr_1 €
TestF(X) with compact support, so that, if o € LIP.(X) is such that ¢ = 1 on supp fy, we get

/ w-dpdm= / w - odfoANdfy N+ Adf,_1 dm :Tw(O',fo,...,fk_l). (623)

X X

Since the latter equals T (fo, f1,..., fk—1) = 0, this concludes the proof. O
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